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1.

Guidelines for Virtual Participation

General Guidelines

Tencent Meeting software (&) ) is recommended for participants whose IP addresses

locate within Mainland China; Voov Meeting (International version of Tencent Meeting)
is recommended for other IP addresses. The installation package can be found in the
following links:

a) BB
https://meeting.tencent.com/download/

b) Voov Meeting
https://voovmeeting.com/download-center.html?from=1001

All the activities listed in the schedule are “registrant ONLY” due to content copyright.
To facilitate virtual communications, each participant shall connect using stable internet
and the computer or portable device shall be equipped with video camera, speaker (or
earphone) and microphone.

Lectures

The lectures are also “registrant ONLY”. Only the students who registered for the course
can be granted access to the virtual lecture room.

To enter the course, each registered participant shall open the software and join the
conference using the corresponding Voov Meeting Number (VMN) provided in the
schedule; only participants who show unique identification codes and real names as
“xxxxxx-Last Name, First Name” will be granted access to the lecture room; the
identification code will be provided through email.

During the course, each student shall follow the recommendation from the lecturer
regarding the timing and protocol to ask questions or to further communicate with the
lecturer.

For technical or communication issues, the students can contact the TA in the virtual lecture
or through emails.

During the course, the students in general will not be allowed to use following functions
in the software: 1) share screen; 2) annotation; 3) record.

Lab Tour

The event will be hosted by graduate students from Center for Combustion Energy,
Tsinghua University and live streamed using provided Voov Meeting Number.

During the activity, the participants will not be allowed to use following functions in the
software: 1) share screen; 2) annotation; 3) record.

Questions from the virtual participants can be raised using the chat room.

Poster Session

The event will be hosted by the poster authors (one Voov Meeting room per poster) and
live streamed using provided Voov Meeting Number.

During the activity, the participants will not be allowed to use following functions in the
software: 1) share screen; 2) annotation; 3) record.

Questions from the virtual participants can be raised using the chat room or request access
to audio and video communication.
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Soot—Part 1

Markus Kraft

Computational Modelling Group Cambridge

Main Contributors:

Dr Jake Martin (Part 1)

Dr Angiras Menon (Part 2)
Dr Laura Pascazio (Part 3)
Dr Gustavo Leon (Part 4)

Jacob Martin AngirasMenon Gustavo Leon

Laura Pascazio




Part 1 Overview

Part 2 Quantum Chemistry

Part 3 Molecular Dynamics

Part 4 Kinetic Monte Carlo

Part 5 Stochastic Particle Methods
Part 6 Application — engine model

Part A: lllumination
1. Faraday and the chemical history of a candle
2. Important soot precursors

Part B: Pigment

1.  Early art using soot/carbon blacks

2. Micro and nanostructure of soot/carbon black
3. Uses of carbon black as a material

Part C: Pollution

1. Smoke point and cleaner burning fuels
Electrical control of soot

Heidelberg Symposia 1990s

Impact on the climate and human health
Recent reviews and findings.

vk wnN




PART A: ILLUMINATION

“Direct evidence of early fire in archaeology remains rare,
but from 1.5 Ma onward surprising numbers of sites
preserve some evidence of burnt material. By the Middle
Pleistocene, recognizable hearths demonstrate a social
and economic focus:on many sites.

The evidence of archaeological sites has to be evaluated
against postulates of biological models such as the
‘cooking hypothesis' or the ‘social brain’, and questions of
social cooperation:and the origins of language.

Although much remains to be worked out, it is plain that
fire control has had a major impact in the course of
human evolution.”

Gowlett, John AJ. "The discovery of fire by humans: a
Ion%]and convoluted process." Philosophical Transactions
of the Royal Society B: Biological Sciences 371.1696
(2016): 20150164.




Romans developed
tallow candle from
animal fat dipped
candles.

Egyptians invented the
rush light. Rush dipped in
animal fat

Vegetable oil lamps
were also used in
India, China and
Europe.

Middle ages saw
beeswax cleaner

burning

Whale oil lamps Michel Paraffin wax
became important Eugene from petroleum
late 18t century.  Chevreul in 1850s
extracted replaced other
Stearic acid waxes.
in 1820’s

Focus of early
candles were
reducing sooting.

each 2010

Chemical History of a Candle — 1861
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“There is not a law under which any
part of this universe is governed
which does not come into play, and
is touched upon in these &
phenomena. There is no better, |
there is no more open door by
which you can enter the study of
natural  philosophy, than by
considering the physical phenomena
of a candle.”

— Michael Faraday, The Chemical
History of a Candle (1861), 13-4

A
) 3 A
Let’s recreate some of his candle experimehnts

Alexander Blaikley /Royal Institution

What burns in a candle?

1. Blow out a candle 2. Reignite the wax trail

droplets

3. Glass tube can extract wax
to split the candle in two




Why is the flame a tulip shape?

Hot air rises

Schlieren video showing air flow

What about in space?

What is inside of a flame?

Wire mesh extinguishes flame Flame is hollow with a dark
zone in the middle
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Safety lamp

Davy Lamp 1815

Methane and candle

Humphrey Davy was tasked with
building a lamp that would be safe in Metal
coal mines with methane leaks.

mesh
around
lamp

Flame contained in lamp

What is inside of a flame?

Candle casts a
shadow

Black soot is present in the flame and is
heated to yellow hot by the flame.




What is the structure of a candle?

Luminous soot
Oxidation

Blue-green
luminous zone

Dark zone

Roth, Klaus. "Chemistry of the Christmas Candle. Part 2." ChemViews Mag (2011).

What motivated Faraday?

* Lighting or illumination was the main
focus for research into flames.

CO and H, burn without a luminous flame.

=3 &=10 =20
Hay: CO=30:70 Rich Conditions

Faraday sought out the cause of the soot in coal gas.

GASOMETER.




What Causes |Um|nOS|ty |n Coal gas? Pool flame of benzene is heavily sooting.

Kobayaghi 2008

* Faraday extracted
“Bicarburet of
hydrogen”
(benzene) from a
portable gas for
lighting.

Dark zone in

hexane flame
is missing in
benzene.

Is there a better gas than coal gas?

* Davy discovered acetylene
in 1836 but in 1892 Moisan
found a way to make
acetylene easily with
calcium carbonate (CaC,)

v

Acetylene




What impact does pressure have on luminosity?

Lower pressures reduces soot production
* Frankland and Tyndall lit candles at the 101kPa 90KkPa HOKPa 70kPa GOkPx SOKPa 40kPa 30kPa
top of Mont Blanc the tallest mountain : —=
in Europe.

“https://www.mdpi.com/2076-3417/11/13/5979/htm '™

Higher pressures increases soot production

Suk Ho|Chung et al. nu

R § [ - -
a BOKPa  90kPa  100KkPy

B  "In burning candles
3 g e uron the summit of
¥ Mont Blanc, | was
ﬁ' ' much struck by the
! comparatively small
{ amount of light which

»)
é: . they emitted.” TN v
ward Frankland S e e lohn Tundall

How to prepare a non-luminous flame?

* Bunsen developed a burner to entrain
air to produce the first premixed flame.

Diffusion Premixed

If the tube...is screwed
into the cylinder, and
the city gas is allowed
to flow into it..., it sucks
in so much air through

the openings that it
burns at the mouth of
the tube with a
nonluminous, perfectly
soot-free flame.

Bunsen 1857




How to prepare a non-luminous flame?

* Kirchhoff and Bunsen used the flame

to discover elements using flame
emission spectroscopy.

Flame emission spectroscopy

What is the blue-green emission?

* Swan in 1856 found green emissions in fuel rich flames.

* Mulliken in 1927 used early QM to assign C,*.

* Threshold of ¢ > 2.0 indicates p\{1 rolysis reaction leads to

carbon formation (Street and Thomas 1955)

CH, +y0, - yCO + (n/2)H,0 + (m — y)C,

C4Hy/air flames

0] 3810 ppm 0 3810 ppm 0

Low;NO,
emissions

Vu, Tran Manh, et al. Combustion and Flame 161.4 (2014): 917-926.

¢=08 ¢=10 $p=1.3

3810 ppm

https://doi.org/10.1007/512046-020-01465-4

Tahle 1. Fonmution routes of excited radicals und charmcteristic wavelengrhs

Radical Reactions Wavelength {nm)
ol RI: CH + 0, = C0 + OH* 2829, 089
REH4+O+M30H + M
B3 04 + OH + 1 = B0 + OH*
CH* R4: CoH + 0y =+ COy + CH? SHT.1, 4314
RS CH = O = 00+ CHY
Cy* Riy; CHy + C 2 C:* + H: A4, S10
co;* R 0O+ 0+ M= n) +M Confinuous spectrun in visible rnge)

Smithell's separator 1892 ¢>2.0

Soot begins

=

https://doi.org/10.1007/512046-020-01465-4




What was known at the turn of the 20t century?

* Acetylene and Benzene are critical
intermediates in soot formation.

* The threshold of soot formation points
to pyrolysis and C, being present
before soot formation.

* Pressure strongly impacts soot
formation.

* Some focus on clean burning fuels

PART B: PIGMENTS




Early art using soot

Soot is used in prehistoric cave paintings World's oldest tattoos (Tyrolean iceman,
(35,000-10,000 BC) Otzi) were etched in soot
(c. 3,300 BC)
[ A

Soot/carbon black in inks

@ *Ancient civilizations in China and Egypt mixed soot
R B e o st S into resins, vegetable oil and tar to create colour inks

semoeraiium. BOH bz im 3 (e c e A Fatra S e
mfornacarficee &evcmrn s umedsonne o,
i e +Soot produced from an oil lamp brought into contact with
f‘”"“""’”*“"""""Lj*"!*’r“"i‘“ traeass a cooled surface from which the soot could then be
| i e r-.‘r'F-rv'ﬂquilmﬂu
e peflescsm afborur puseelerimfir fiss scraped off and collected as a powder.
.:n: AR PR L e e | ﬂ'!\.-iiﬂ.rr"}» Hascd e PG
Fabalas s B aren .—--u-.....-,,-...,ﬁl.‘[d,‘__.

conteremeradas il rer e g adioo

vt Fiserin ey pmim Lty Fsni e teelvrse
S L TN weeemadermeidiit= derrdi ¢

prlee mmbur yeen

i &reoonligand
I r\.‘r\c'ﬂll
el
TR Can Ferarrornaa euimeaar e g rer i
dandsw |LCIFWLHIl'!'!l.J.l'ﬂ'h‘ﬂh-Pnd\‘.m‘}uf‘ dvres
h \I-: starrgreba _,,-n-p-n—uﬂ-r-.mm.k\'n"f'fl‘nt:A-P’
mnwwu\lw_;nh:wa-i.,rm urhmerm,!-w-fmvl,;-
1:&u=-1..mJ'-u.-r-n—Ja.ummnurnurr-vl- L]

31.»-41 afilyabom AU TR LT3 e ar

P Ty e gy T e fricinug Pt popra
1 ]

Ftlim Sewwri FrasIp A, wtLn e e e

At vy gt Ju-unu4‘;Q'¢meiu[.--'ﬁp-l-"fl““' 4

Green Duan inkstone from Song Dynasty




Marcus Vitruvius Pollio
drol, fime VI Chapter 10)

*Rome and Greece

*The Romans liked black decorated walls which
increased-the demand for soot.

*Master builder Vitruvius describes in “De Architectura”
a technical method to produce soot powder

Lamp black process

The lamp black process
based on resin is refined
and many villages in the
black forest specialised
on carbon black
production

Processing pine resin to
create pitch, tar and
carbon black




Qil furnace

In the 19" century and then
more systematically from 1920
onwards attempts were made
to produce carbon black in a
closed system with mineral oil
as feedstock.

The oil furnace method, first
commercialised in 1943 is the
dominant method producing
98%

of the world wide carbon black
production.

Furnace b | ac k process The furnace process offers environmental and
health safety benefits

Offers a wide variety of carbon blacks




Furnace bIack process The furnace process offers environmental and
health safety benefits
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What is the structure of soot particles?

* 1938 edition of the
electronics magazine showed
carbon blacks in the new
electron microscope.

* Soot is a finely divided solid.

g ELECTRON MICROSCOPE
providing magnificotions up fo 30,000 times




What do the different carbon blacks look like?

Furnace blacks

Fine 14 nm Coarse 50 nm High structure Low structure
) 2] - 5Ty

PR, g

pelletised

acetylene black particles
‘E " '.*ﬁ‘ﬁ‘

. 3 { t}ermal black particles
gas b'I.at‘:k parflcles: ;’w ";

o ’

o il

Dry

pelletised Powder

What is inside carbon black particles?

Bernal graphite

1918 Scherrer determined =~
crystallite size within a powder C
using X-rays.

1924 Bernal found structure of
graphite. @

1930s many papers on carbon

Vi

black’s structure.

1939 - Riley reviewed evidence for et L
. L
small graphitic crystallites in % .
https://collection.scie
carbon black. B d-bernals-x-ray-diffraction-ca

diffraction-camera

1943 Biscoe and Warren assumed
a microcrystalline model

1951 — Franklin introduces non-
graphitising carbons that have
misaligned crystallites and done
graphitise. a:"(;g;&:}‘fﬂaic-\,

Riley crystallite Biscoe & Warren
microcrystallites (4




What is inside carbon black particles?

Heckman'’s carbon
black model

Hall’s dark field EM
1948 - Hall used dark field electron

microscopy to see orientation of
crystallites is concentric.

1966 — Heckman revised model
1968 — Heidenreich uses phase
contrast in electron microscope to
record microstructure of carbon
black.

1971 - Marsh imaged different
carbon blacks with acetylene
blacks being partially graphitised.
Heated CB becomes
polyhedron

Heidenreich’s carbon black model

Carbon blacks

Pigment blacks

¢ Used for printing inks - particle
size and surface determine
colour and viscosity

¢ The coating sector uses jet black
— oxidised, fine particles

e Plastic industry - fine particles
for UV resistance and for anti-
static, e.g. power cables, carbon
brushes and electrodes

¢ Paper industry - medium size
particles — decoration

¢ Construction industry — coarse
particles

B undcishias
Y




Carbon blacks

Reinforcing and rubber blacks

« Discovered by accident in the 19th
century

¢ Replaced zinc oxide

e Eliminates the stickiness of rubber

e Active blacks
e E.g.tires - size: 20nm
* Semi-active
¢ E.g. floor mates — size:50nm

¢ Characterised by size, surface area
and after treatment

¢ More than 90% of carbon black for
the rubber industry

New applications

Fluorescent quantum dots

¢ 1970s nanoparticles detected in
electron microscope.

® 1980s UV lasers found fluorescence
in flames.

The Chemistry of Flames William C. Gardiner Jr.

© 2005 Miller suggested stacked

. . BENZENE % IN FUEL
aromatics enable excimer states THERMORHORETIC

DEPOSITION

stacked clusters exp. and theory.

SOLVENT EXTRACTION

¢ 2019 Wang et al. determined ON GLASS PLATE
guantum confinement effect in .

® 2007 Liu, Ye and Mao extracted
fluorescent np from candle soot.

° 2019 Ethylene ﬂame and 2020 Sirignano, Mariano, Carmela Russo, and Anna Ciajolo. "One-step

i synthesis of carbon nanoparticles and yellow to blue fluorescent
Ben Zene co ntro |S size. nanocarbons in flame reactors." Carbon 156 (2020): 370-377.

ETHYLEN E!BENZENE
FUEL




PART C: POLLUTION

Pollution shines spotlight on combustion

* 1952 Great Smog of London shifted
focus to soot reduction with Clean Air
Act of 1956 (12k deaths).

* 1950s Haagen-Smit discovered
photochemical fog mechanism with
nitrous oxides and HC.

* 1963 USA passes Clean Air Act.




Soot symposium Imperial college 1961

1960 — Gaydon and Wolfhards new edition
of Flames was just published. Included a
significant review of main reaction
mechanisms

Focuses on the significant amount of
hydrogen present, XRD of crystallites and
presence of radicals suggesting
polybenzenoid radicals.

C, and C, species (CHy,CH,,C;H,,CoH, etc)

- WR ——

AN t Smaller alkyl radicals

| | Otefins \ Aromatic fuel
i
9 Conjugated
| Tadkats polyene
| | radicals~_
| “Aromatic radicals

Aliphatic Polybenzenoid

Figure 2. Circumanthracene, C, H, | fuel radicals
'
Soot
(Very large polybenzenoid radicals)

Figure 3. Proposed scheme of reactions

L.T-,

" SECOND EDITION REVISED

FLAMES

their structure, mdiation
and temperature

AL G. GAYDON

IO S

H. G. WOLFHARD

o

Before this symposium common to refer to carbon formation
after this symposium predominately soot formation.

Palmer and Cullis 1965

“A major breakthrough in understanding carbon formation
will have been achieved when it becomes possible in at
least one case to account for the entire course of
nucleation and growth of carbon on the basis of a

fundamental
mechanisms.”

knowledge

of reaction rates and

Chemistry and Physics of Carbon, Palmer and Cullis 1965

Critical aspect missing is a mechanism for nucleation




Sooting thresholds

1927 — smoke point measured in
standard wick-fed diffusion flame.
1983 — Calcote and Manos define
the Threshold sooting index that
corrects for different burner
designs and is dependent on
molecular mass.

2007 — Pfefferle et al. developed
the Yield Sooting index

2013 — Kraft et al. develope?l the Kewley and Jackson “Wick fed lamps”
FURTI method for smoke point. (J. Inst. Petr. Techn. 1927 13, 364)

Calcote and Manos 1983 TSI

=N

Electrical control of soot formation

rich flame
CHO+CoHy — Glj 4o 10710V
1814 — Brande showed that a Lk Tt ions cm
flame can be lean flame
- CH+0 — CHO +¢
1957 — Calcote showed + Te Fialkov 1997

chemionisation reactions lead to
high concentration of flame ions.
1982 — Hayhurst showed C3H3+
primary ion in sooting flames.
1997 - Fialkov extensive review.

Electron microscopy shows
impact on primary particle size

No E-field

1967 — Weinberg showed
reduction in soot formation with ‘
an electric field.

2018 — Martin et al. suggest
flexoelectricity of curved PAH lead
to effects seen.

2022 - Simulation of counterflow
flame suggests impact on
nucleation (Liu et al. C&F 239)




Heidelberg Symposium 1991

H. Bockhorn (Ed.)

Mechanisms and Models

Springer-Verlag

Reaction Time

50 nm
.....uﬁ‘. Coagulation
e 05 00
e®%e ®
L) ° @  Surface Growth and
00 .0 ..... Coagulation
O'.... @ ° ..
e 000 0 o S0 o co
i Particle Inception
? Particle Zone
%; (;(; 0.5 nm
: \\\ ©\y (D Molecular Zone
Co, H0
Ow/us =
OO// Hy = =
NN 0,
Fuel and Oxidizer (premixed) Bockhorn 1994

1989 — Bohm, Wagner and Weiss
show the sooting limit as a
function of pressure and richness
c/o.

Combined with nitrous oxide
kinetic mechanism this has led to
the development of the low
temperature combustion engines

log fy=

Equivalence ratio
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Heidelberg Symposium 1991 —T and P dependence

Soot
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Heidelberg Symposium 1991 — Mass spectroscopy

Homann 1990

Wagner 1979 review

logM
71 M = Molar Mass
Wagner and Homann combined s o
the results of mass spectrometry st °
into a plot of hydrogen fraction oarattion Potyeyellc
and the logarithm of molecular = go— Momatics
Cn“n Cuthg <~
mass. L - Polyacetylenes
2 e Cuthz
MM G W
Summary of results 07 06 05 04 03 02 01 0 XM
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" |
PAH 0k o e M cT oh 03 &z o1 @
* PAH form through the HACA / Gy Wagner 1990 e
mechanism os| {4 /¥
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* Significant hydrogen . 1\ e /
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Heidelberg Symposium 1991 — HACA mechanism
1990 — Frenklach and Wang ‘l _)j\ f = )/ p: iny) Iﬁl

developed HACA mechanism using
data from shocktubes.

1997 — Kennedy reviewed kinetic L
models. \!\ ~ m L u- i)

Goal was to be able to predict soot
emissions from any combustion
device.




Impact on the climate

* 1988 — IPCC was formed
* 1997 — Kyoto Protocol

* 2000s saw climate models
demonstrate the warming impact of
soot on the climate.

Reduction of Tropical
Cloudiness by Soot

A 5. Ackerman,'® O, B. Toon,? D. E Stevens,” A. |. Hoymsfield,*
V. Ramanathan,® E. |. Welton®

Measurements and models thow that enhanced serosol concentrations can
augment cloud slbedo not only by ing total droplet L area,
but also by reducing precipitation and thereby increasing cloud water content
and cloud coverage. Aerosol pollution s expected to exert a net cooling in-
fluence on the global climate through these conventional mechanisms. Here,
we demonstrate an opposite mechanism through which aerosols can reduce
cloud cover and i f: L-i cooling at the
top of the atmasphere on a reglonal scale, In model simulations, the daytime
clearing of trade curmulus is hastened and intensified by solar heating in dark
haze (as found over much of the northern Indian Ocean during the northeast
monsgon)

A primary objective of ihe Indian Ocean
Experiment (ININHEX) was {0 quantify the
indirect effect of serosols on climate through
their elfects on cloids | f). Conventionally,

of marine stratocumudies (#-5) and observi
tins of ship tracks (f-#) suggest that in-
ereased aerosol concentrations can enhance
clod water content, physical thickness, and

increased acrosol concentrations are expected  areal coverage by decreasing peecipitation
o increase choud dropbel concentrations, and  Dhep layers of dark | abgorbing) huee

hence, foial droplet cross-sectiomal ares,  were observed over moch of the iropical
theseby causing more sunlight 1o be reflecied  northern Indian Ocean in Febmanry-March of
1o space (7). Furthermore, model simulstions QU ud 1999 d

TNASA Ames Bew 97 MAY 2000 VOL 288 SCIENCE  www.sciencemag.org

Impact on the climate

Components of Radiative Forcing

0,

CH,
HaloCarbens
N0

HFCs~PFCs=5F,

Well Mixed GHG

Hy0{Strot. }

co
NMVOC
NO,

Sulphate M,
50y

Black Carbon
Orgonic Corbon o
Mineral Dust

~1.2€ Agrosol-Cloud

Aerosols and Precursors  Short Lived Goses

Contraita | Aireraft
" | Land Use
2 | :
a Solar Irradiance
PRI U R S | P
=05 0.0 058

¥ 1.0 1.5
Rogative Forcing (W m ) |PCC 2013

Internal combustion engines and
furnaces produce black carbon.

Agricultural fires also produces

brown/organic carbon.
o




Impact on the climate

Climate effects of black carbon emissions

The impact of BC on snow and ice causes additional warming  BC in northern hemisphere mid-latitude snow leads to
in the Arctic region and contributes to snow/ice melting. earlier springtime melt and reduces snow cover in some
VERY LIKELY BUT MAGNITUDE UNCERTAIN regions. LIKELY BUT MAGNITUDE UNCERTAIN

e
—

.
R :
The warming caused by BC

is concentrated in the northern hemisphere.
VERY LIKELY; " y

Absorbing aerosols may have
caused changes in precipitation .
" patterns with largest effects likely
1o be in South Asia. .

= e
T
The hemispheric nature of the BC forcing Absorbing aerosols may cause circulation changes
\— causes a northward shift in the ITCZ, over the Tibetan Plateau and darkening of the snow.
LIKELY. The importance of this for glacier melting is unknown.

Bond 2013




Six cities study 1993

» Epidemiological studies show a clear correlation of
particulate exposure to mortality

» Soot is a significant portion of ambient particulates as size
decrease

The New England
Journal of Medicine

©Copyright, 1993, by the Massachusetts Medical Society

Volume 329 DECEMBER 9, 1993 Number 24

AN ASSOCIATION BETWEEN AIR POLLUTION AND MORTALITY IN SIX U.S. CITIES

Doucras W. Dockery, Sc.D., C. Aroen Popk I11, Pu.D., Xieive Xu, M.D., Pu.D.,
Joun D. SpeNGLER, Pu.D., James H. WaRrk, Pu.D., MartHa E. Fay, M.P.H,,
BenjamiN G. Fernis, Jr., M.D., aND Frank E. Speizer, M.D.,




Six cities study 1993
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Impact on humans

¢ SARS correlation with air pollution index
in China (Cui et al. 2003) T
*  Preprint from Harvard shows 1 pug/m?3 in il B |
PM, . is associated with an 2-15% increase 1

Mortality Rate Ratios

in COVID-19 death rate? (Wu et al. O10-5TE) Q2 (STH-B06) O3(805-054) 08 [B54-1074)  O5(1074}

medRxiv 2020)

* Particulates as carrier of the virus? As with
influenza and measles (Setti et al. 2020)

¢ Isit due to copollutant NOx (Ogen
2020, Martelletti et al. 2020)

From 66 administrative regions in Italy, Spain, #

France and Germany, 78% of COVID-19 d -
deaths occurred in the five most polluted
regions. (Ogen 2020)

Martelletti et al.
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Wang Review 2011 Combustion Symposium
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Soot formation is driven by entropy

Formation of nascent sool and other
condensed-phase materials in flames
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o nucleation of PAH ~500 Da.
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Wang Review 2011 Combustion Symposium
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Michelsen 2016 review

Oxidation products
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Soot inception review 2022 Martin, Salamanca and Kraft
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Soot aggregate Brown carbon (tar)
Evidence for nanoparticles <10 nm in flames
aj) incipient nanoparticles b} primary particles ©) aggragates d) mixed soot (aggregates and brown carbon)

Sharma, Noopur, et al. "Physical properties of
aerosol internally mixed with soot particles in a
biogenically dominated environment in
California." Geophysical Research Letters 45.20
(2018): 11-473.

Particle diameter 1nm 10 nm 10,000 nm
0.001 pm 0.01 pm 0.1 pm pm 10 pm ) . . . )
No liquid like particles just a

sampling artifact.

Tar is condensing on soot increase
! the sampling rate and the tar is
Charabery g1 al. 2012 removed.

Kurnar 2008

Botero, Maria L., et al. "On the thermophoretic
sampling and TEM-based characterisation of soot
particles in flames." Carbon 171 (2021): 711-722.

Hang. Cho and Ka 2019
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Many old and new mechanisms are discussed and
a focus on mechanisms that involve both physical
and chemical interactions are highlighted.
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Part A: Introduction to Quantum Chemistry

1. Introduction:
What is Quantum Chemistry? , Some fundamental theory

Part B: Example Calculation in Gaussian
1. Running a DFT calculation in Gaussian

Part C: Introduction to Rate calculations

1. Introduction:
Potential Energy Surface, Transition State Theory, Partition functions

2. Examples:
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PART A: INTRODUCTION TO QUANTUM CHEMISTRY

What is Quantum Chemistry?

* Electronic Structure Theory: Concerned with the motion of electrons within
atoms/molecules/complexes. Computes static properties of molecules from

electronic wavefunctions, and derive potentiaFenergy surfaces (PES)

* Includes a variety of computational methods: Wavefunction methods, Density
Functional Theory (DFT), Multireference methods, Multi-configurational
methods, etc.

* Ab Initio Molecular Dynamics: Calculate the motion of molecules along a
potential energy surface - non-equilibrium properties.

e ...And much more.




Why do we use Quantum Chemistry?

* More accurate than classical methods (usually)...
* |s able to capture the behavior and movement of electrons (difficult for classical methods).
* Is ab. Initio — uses fewer empirical parameters compared to classical methods.
BUT...
¢ Fundamental equations are significantly complex.

e Calculations are much more expensive.

e Limits size of system that can be studied.

What can Electronic Structure give us?

* Equilibrium geometries — molecular structure
* Orbital energies and shapes — band structure

* Vibrational frequencies — for Infrared and Raman spectra
* Excited states, electronic transitions — for UV/Vis and photoelectron spectra

* NMR spectra

* Dipole moment, polarizability, charge densities — molecular interaction parameters

* Barrier heights, reaction paths, reaction rates (when combined with trajectory studies /

TST)
* Thermodynamic properties (when combined with statistical mechanics)




The Schrodinger Equation

* Derived his famous equation(s) in 1925, published in
1926, Nobel Prize in 1933.

* Time Dependent Form:

0 _
ih 3 Y(r,t) = HY(r,t)

* Time Independent Form:

HY =EV¥

The Schrodinger Equation

* For molecules, the Hamiltonian can be written as:

H=Ty(R)+T,(r)+V,

Kinetic Energy of Nuclei

Kinetic Energy of Electrons

N(@ R) + Vyn(R) + Ve (1)

Electrons — Electrons Interaction

Nuclei — Nuclei Interaction

Electrons — Nuclei Interaction




The Electronic Schrodinger Equation

* The Born-Oppenheimer approximation: Nuclei are so
heavy compared to electrons, so they are effectively
stationary:

Ty(R) = 0 Vun(R) = const.

* Once this apEroximation is made, we are left with the
Electronic Schrodinger Equation (ESE): Max Born  Robert Oppenheimer

H,¥(r,R) = E,¥(r,R)

Hey = To(r) + Vey (1, R) + Ve () + (Vyn (R))

o

Olivia Newton John

¢ The goal of most computational quantum chemistry is to solve the Electronic Schrodinger Equation.

Solving the ESE: Hartree-Fock Theory

* Need to solve for the electronic
wavefunction somehow. Typically, the
method is to guess.

* The most basic way of doing this that ,\\ : ’
is implemented in quantum chemistry JohnSlater  Douglas Hartree  Viadimir Fock
codes is Hartree — Fock theory. This is
the basis for most more advanced

methods. Slater Determinant
xi(x1)  xe(x1) -0 xa(x1)
* How does it work? ¥ =L xi(x2)  xa(x2) -0 xn(x2)
e 1. Use Born-Oppenheimer v N! : : s :
Approximation. - o, — o
* 2. Write the electronic wavefunction as a a(xn) xalxy) Xn (X}
Slater determinant: X
* 3. Vary the orbitals until the electronic Position and spin of Nth electron

energy is minimized. Number of Electrons Orbitals




Determining the Orbitals: Introducing Basis Sets

* Solving the governing equations in quantum chemistry become easier if the
orbitals are represented as a weighted sum of basis functions:

N
Xi = Z CopiXe
i=1

* The basis functions describing the molecular orbitals is known as the basis set.

* The basis set is an input to quantum chemistry codes. Choice of basis set is
often key to getting reasonable results.

* In most quantum chemistry codes, two types of basis functions are commonly
used: atom-centred gaussian-type orbitals, and plane-wave basis sets.

Gaussian-type Orbital Basis Sets

* Can be written as:
7= Nxaybzce—g'r2
* Use Gaussians to describe atomic orbitals — sum of atomic orbitals gives molecular orbitals.
* Strengths:
* Can get decent results with relatively small number of functions
* Polarization and diffuse functions help describe actual molecular orbitals
* Can include core electrons in calculations
* Transition metals described better
* Weaknesses:
* Numerically demanding - limited to smaller systems than plane-wave.

* Atom specific — has to specify functions for every different atom. Molecules and solids
are also different.

* Rarer atoms may not be included.
* Typically best for gas-phase calculations of molecules.
* Example software: Gaussian, MOLPRO, GAMESS, NWChem




Plane-wave Basis Sets

* Can be written as:
5 —iG.r
X= \/ﬁe
* Treat everything like a free-electron gas, and use plane-waves to describe calculation space.
* Strengths:
* Naturally orthogonal and periodic
* Numerically efficient — can study larger systems
* Not atom-dependent; basis set is identical for gas or solids.
* Weaknesses:
* Plane waves cannot describe electrons near nuclei well — need to use pseudopotentials
* Dependent on the size of your box
* Very inefficient for non-periodic systems / gas phase

* Typically best for solid-state calculations (crystals, polymers, periodic systems).
* Example software: CASTEP, VASP, Quantum ESPRESSO, NWChem

Beyond Hartree — Fock : Density Functional Theory

* Hartree-Fock is an approximation, and unsurprisingly, is often insufficient.

* Main Error: Each electron in the system treats the other electrons as an average
potential.

* This induces an error in the calculated energy, called the electron correlation
energy.

* As a result Hartree-Fock does very poorly at describing energies of bond-
breaking, radicals, transition metals, and more.

* Need more accurate methods : Density Functional Theory (DFT), post-Hartree-
Fock methods, advanced wavefunction methods.




DFT : What is it?

* Hohenberg and Kohn showed using magic (advanced
mathematics) that solving for the electron density can
give all the necessary ground state properties of a
molecule.

e Can write the electronic Hamiltonian in terms of
electron density:

Walter Kohn

—~ ~

ﬁel =Te + Ven +I7ee

E[p]l = Tlp] + Eenlp] + Ecelp]

* Kohn and Sham then approximated the kinetic energy Lu Jeu Sham
of an electron density as that of a Slater Determinant
that gives the same energy as the electron density.

Kohn-Sham DFT: Introducing Functionals
* The Kohn-Sham DFT gives the energy as:

Exs—prr = Tsiater[p] + Eenlp]l + JIp] + Eyc[P]

* All of the terms are known analytically except for the last one, E,.[p]. This term
is called the exchange-correlational term, and is not known a priori.

* Typically, one makes some approximation of how to calculate E,.[p]. These are
known as functionals.

* The functional is the other major input to quantum chemistry codes. Choice of
functional is often key to getting reasonable results.




Types of Functionals

* Generally functionals are classified as either pure functionals or hybrid functionals.
* Pure functionals — based on local exchange correlation for a free electron gas.

* Two main approximations, the local density approximation (LDA) and the generalized
gradient approximation (GGA).

« LDA: ELPAp] = [ €,.(p)p(r)d3r — value of functional only depends on density at
that point. Density is same everywhere. Cheapest but lowest accuracy.

* GGA: ESS4[p,Vp]l = [ €,.(p, Vp)p(r)d3r — value of functional depends on density
and density gradient. Density is not the same everywhere. Better but not that good.

* Hybrid functionals: Improve upon accuracy by mixing GGA/LDA with Hartree-Fock for
the electrostatics, and some functions for the correlation and non-local effects: More
accurate, but more expensive. Should use over pure functionals whenever possible.

PART B: RUNNING CALCULATIONS IN GAUSSIAN 09/16




Running a DFT calculation in Gaussian

An example input file for benzene

$nprocshared=20 Number of processors to use, memory,
tmem=60GB name of checkpoint file (for restarting jobs).

fchk=kbenzexmp.chk
B3LYP/6-311+g(d,p) Opt Freg>——Main job specification: Functional/Basis Set Type of Job to Run

benzexmp —> Name of Job (can be anything you want)

1 —* Charge of Molecule, Multiplicity of Molecule

o]

C -1.21173 0.47992 0.02427
C -0.39583 1.68434 0.02427
C 1.05518 1.57995 0.02427
C 1.69029 0.27114 0.02427
C 0.87438 -0.93328 0.02427
C -0.57663 -0. 0.0z427 Atom list and corresponding xyz coordinates
H -0.86848 2. 0.02427
H 1.66240 2.47630 0.02427
H 2.77016 0.19345 0.02427
H 1.34703 -1.90732 0.02427
H -1.18385 -1.72524 0.02427
H -2.29160 0.55761 0.02427

Generating an Input File(1)

* Many molecular editors have in-built features for generating Gaussian input files. | personally use
Avogadro (free and open-source) but plenty of others exist %Gaussview, MOLDEN, Chemdraw, etc.)

. II::)irstdstep is to draw molecule freehand in Avogadro, making sure to have the necessary atoms and
onds:




AutoOptimization Settings 2 X

Force Field: MMFF34 ~

Steps per Update:

Algorithm:
Steepest Descent -
[] Fixed atoms are movable

[ 1gnored atoms are movable

Stop

Sample Force-field settings

Generating an Input File(2)

e 3= GASEER il = = @)
patmlconstants:10]
When dE is very small, the force

field optimization is done
geometry

* Then, use one of Avogadro’s in-built force fields (click the toolbar E) to make

drawing look more like benzene. A poor geometry guess will usually cause DFT
to crash, so this should always be done.

Gives a reasonable initial

Generating an Input File(3)

* Under Extension in Avogadro, one can generate input files for all sorts of quantum chemistry packages

one in Gaussian format:

B Gaussian Input ] ®
Tite: berweral

Cacdaton: Geometry Optimisaton ~ Processon: |1 5

Thesry:  BXW ¥ [ enGEm v

Charge: - Multplon

gt Standerd v Chedgemt: []

o Cartesan -

. Here'’s

e Of course, some manual edits are usually necessary, as Avogadro does not have all the job types, functionals,
or basis sets available in it’s built-in menu. It generates the coordinates for you which can be left as is.




Choosing a Job Type

* The three main ones:

* Geometry Optimization (keyword Opt): Computes the equilibrium geometry of
the input molecule. Can optimize to either a minima (default, for
reactants/products) or a saddle point (by writing Opt=(Calcfc,TS), for transition
states).

* Frequencies (keyword Freq): Computes the vibrational modes for the input
molecule (for IR/Raman spectra). Gaussian will also compute thermochemistry at
298K (enthalpy, entropy, zero-point corrections) when this is specified.
Frequencies are necessary for rate constants. Always run this whenever running
an optimization.

* Single Point Energy Calculation (keyword SP, default if no other keyword
provided). Computes the energy for the given input geometry. The input geometry
is not changed. Usually, you run this to get the energy from a better functional
without having to re-optimize the whole molecule.

Choosing a Basis Set(1)

ar by addirg the AUG- prefix to the basls st keyword (raher thar ¢

uslng the Wachters-Hay basls f #




Choosing a Basis Set(2)

* The basis set names aren’t very helpful, but
http://gaussian.com/basissets/ has a list and some description.

* Two very common families in the literature:
* Pople (named X-YZ(+)G(letters), X-YZW(+)G(letters))
* Dunning (cc-pVXZ, with X being D,T,Q,5,6).

More basis functions Computggiigl Time
* For Pople:
* X is number of functions to describe core electrons, Longer basis set names Improved accuracy
* Y,Z, and W are the functions used for the valence electrons. (usually)

* Letters in brackets are for polarization functions (you should
always use these),

* + represent diffuse functions (should really use for optimizing
anions, radicals, accurate polarizabilities, dispersion)

* For Dunning, the X represents the angular momentum. The higher
the number, the larger the basis set. Can add diffuse functions by
using aug-

Choosing a Basis Set(3)

* Generally, the longer the name, the larger the basis set.

* Larger basis sets are usually more accurate, but this is not always the case (sometimes get
cancellations of errors). Larger basis sets are more computationally demanding.

* Check the literature and see what other basis sets people are using.

* If you are interested in a particular property, try and compare to experiment and use the
smallest basis set that gets you sufficiently close.

* Use the same (or very similar) basis set for optimization and frequency calculations on the
same molecule.

* Recommendation: If unsure, start with 6-31G(d) or cc-pVDZ (small enough to run quickly, big
enough to give general trends. For reasonable accuracy 6-311(+)G(d,p) and cc-pVTZ will often
be sufficient.




Choosing a Functional

* Much of the same advice for basis sets applies Heaven Chemical Accuracy
here. There are so many functionals available and
their names don’t tell you anything about how to
use them. Rung 5

-

+ dependence on virtual orbitals

+dependence on occupied orbitals.

e Your best friend is the literature here.
Rung 4

* Calculating some property and comparing to
higher level calculations/experiment is usually S
necessary. ung meta-GGA: TPSS, M06-L

* Jacob’s Ladder is also a helpful guide. Rung 2 GGA: PBE, BLYP

« My personal suggestion: If in doubt, use B3LYP. Rung 1 dependence o die density

For energies use Minnesota functionals. For band
gap/optical properties, use HSEO06, and for
ispersion/interaction use B97D. Earth

Running Gaussian

* Once the input file is complete, all you need to do is submit it to Gaussian and
give it a name for the log file. The log file contains the main results.

* Other results are contained in the formatted checkpoint file which is generated
using your checkpoint file by doing formchk <your-file>.chk

* Your job has completed successfully when you see this:

Normal termination of Gaussian 16




Output of Gaussian Job

wlem™) 1 o mvod}

* Open the log file in Avogadro.
The frequencies should be on e
the side tool bar. For a
reactant/product, there ||
should be only positive
frequencies.

40

Transmittance (%)
BO
A T

* Can animate any frequency
by clicking on it.

. er 1 .
* Show Spectra command will - 3000
display IR spectra for the Wavenumber (c)
calculation: s A

1510.00 758

Output of Gaussian Job(2)

* In the formatted checkpoint file, one
can see the energies of the molecular
orbitals. Can determine HOMO-
LUMO gap,

* Can look at the shape and density of
frontier orbitals (HOMO, LUMO, etc).

* Can view van-der-Waals or electron
iso-surfaces of electron density — see
where the charge is concentrated in
your molecule




Some common errors

“Combination of X electrons and Y multiplicity is Incorrect Multiplicity. Usually 1 for closed-shell, 2-for
impossible” singlet radicals, etc.
“Error Termination request processed by link 9999” The geometry optimization failed. Usually, this is due to the

initial guess being poor

“Convergence failure. Run terminated” The SCF calculation failed to converge. This is usually due to
poor initial geometry or poor orbitals.

“Erroneous write” Out of disk space. The checkpoint files and rwf files can get
large, so be careful with storage.

“Error termination in NtrErr: NtrErr Called from FilelO” Tried to read something from a checkpoint file that isn’t
there (or the .chk file doesn’t exist)

“Wanted an integer as input, found a string as input” A line (usually job title), is missing in the input file

“End of File in Zsymb” Missing blank line at end of input file

PART C: INTRODUCTION TO RATE CALCULATIONS

How chemical reactions occur

Something adds or
removes a hyrdogen

Something transfers
alectrons

Magic

OE .




The Potential Energy Surface (PES)

* Describes variation in energy with some

arbitrary coordinate.

* For reactions, this is the ‘reaction coordinate’

transition state

. (activated complex)
—can be a bond length, torsional angle, etc. ‘ [

* Local minima along the PES correspond to 5 g
reactants, intermediates, products — stable 5 I e
compounds. These are sometimes called § (products)
Wel |S . g initial state

(reactants)
progress of reaction ——

* Transition states are located at maxima on
the PES . They are also called dividing
surfaces — separate reactant region from
product region.

7
Example PES’s
Transition
state {
. l - + )
" ol B
Ae, ts 14 ’
::::; J{ e P .
o o Products ' -\f e
“f x',/ ragion Reactants ! .--’, Praducts
o . & ¢ z| region ."‘ . region
S| % / ‘%: g - /
w| > ™/ b \ #
* ‘7" ;
\_ 4 v

TI{OH)5(OCsH;) <= TI(OH)s + CsHe

Reaction coordinate

Reaction with a Barrier

TI(OH);(OC:H;) == TI(OH)5(OCHCH,) + CH,

Reaction coordinate

Barrierless Reaction




Getting the Rate: Transition State Theory

* Two main forms: canonical transition state theory and microcanonical transition state theory.

* Canonical transition state theory : Find dividing surface as a function of temperature. The rate can be

calculated from:
KT = kpT gt Ef
~Th gR P\ T T

* Key assumptions of Transition State Theory:
* Born-Oppenheimer is valid.
* Reactants are at equilibrium.
* No re-crossing — reactants that cross the transition state surface will form product.
* There is a barrier.
* Reactants must overcome the barrier to form product.
* Reactants have sufficient energy to collide by themselves.

. Ej is the barrier height, defined as: Ers7(0K) — Y Ereqctants (0K).

. qz is tlh_[e partition function of the transition state, ¥ is the total partition function of the reactants:
qa” =11;9; .

Getting the Rate: Evaluating Partition Functions

* The partition functions in the rate constant are the total partition functions. This is composed of
different components.

qtot = delqvibGtrans9rot

* All of these have standard expressions derived from statistical mechanics:

_ _ (ankBT)3/2 kT
det = Yo Qtrans = h2 P
Ground state degeneracy Nyib _ﬁhwi «——— Frequencies of Molecule
2
Qvip = 1 — e—Bhw;
l Molecular Moments of Inertia
1
= 1\2
w2 T3 \ o h?
rot = 5"\ 9,050, i = 82l kg

* So, to get the rate, all we need the frequencies and moments of inertia of the reactants and TS and an
estimate of the barrier height. These can all be obtained from DFT calculations on optimized reactants
and transition states.




Locating Transition States

* This is usually the hardest part of the process as there is no definitive way that will guarantee a
successful location of a TS.

* Method 1: Use chemical intuition and make a guess. Then try brute force geometry optimization. (This
hardly ever works)

* Method 2: Look in the literature for transition states of a similar class of reactions. E.g. for hydrogen
abstractions the TSs tend to look very similar. (Be careful — small differences in reactants can have
surprisingly large effects).

* Method 3: Scanning along reaction coordinate. Typically reactions involve bond breaking or forming.
Can scan along this distance to look for a maxima. This can be inputted as a transition state guess.

Method 4: Advanced optimization algorithms. These take the reactant, product and guess transition
state geometries and search in between using interpolation. Examples are QST2, QST3 in Gaussian, NEB
in NWChem. (Expensive, but are generally robust as long as the provided TS guess is somewhat
sensible).

Example of a Coordinate Scan in Gaussian

* Scans are performed using geometry optimizations (keyword Opt=ModRedundant). The
coordinate for scanning is added to the end of the file. For scanning a long a bond, the syntax is
B AtomNumberl AtomNumber 2 S Nsteps Distance_Increment.

* Example Output:

Scan of Total Energy

R

-770.11

Total Energy
(Hartree)

-770.12
-770.13

2.2
Scan Coordinate




Confirming the Transition State

* A successfully found transition state should have only one imaginary
frequency (will show as negative in most molecular editors). This
frequency should correspond to the reaction in question.

rsiol

Corannulene Transition State Inverted Corannulene

Computing the Rate Constant

* Once the reactants and TS are optimized and have their frequencies calculated,
all that is left to do is evaluate the partition functions.

* Fortunately, there are plenty of codes that automate this process (and many
more sophisticated calculations than simple canonical TST):

* VareCoeF (previously VariFlex): Developed by Klippenstein et al. from Argonne — probably
widest capability. Necessary for very high level calculations

* Polyrate: Developed by Truhlar et al. from University of Minnesota — Has interfaces to
many quantum chemical packages, can do most calculations, but can be difficult to use.

* Multiwell: Developed by Barker et al. from University of Michigan — Relatively easy to use,
has master equation, Monte Carlo, and canonical/ microcanonical TST options. Some
advanced methods not implemented.

* Reaction Mechanism Generator (RMG): Developed by Green et al. from MIT — Includes
Arkane, a submodule in RMG that can carry out transition state theory and thermodynamic
calculations. Python-based, easy to use and read, can extract necessary information from
log files directly.




Example calculation in Multiwell

* Canonical TST is implemented in Multiwell’s THERMO suite. The input file is described in great detail in the user
guide.

* Scripts provided to read Gaussian log file and convert for you.

kcaL  mcc  «——  Energy Units, Concentration Units
200. 250. 292.15 300. 350. 400. S00. €00. 700. 200. $00. 1000. 1100. 1200. 1300. 1400. 1500. 1750. 2000. 2250. 2500. 3000. +—— Number and list of Temperatures
2 Number of species (In this case 2 reactants + one TS

ctst 'TS-A-B'  275. 205.8233 10. <+————— Type, Name, Energy at OK, (magnitude of negative frequency), (reverse barrier)

C2H30 «+——— Empirical Formula
! Maranzana, Tonachini, et al. 2004

! (blank comment line)

! (blank comment line)

1 1 1 «———— Symmetry No., Number of optical isomers, number of electronic energy levels

0.0 2 I ’ L . R
—

B Number of vibrations/rotations, vibration units, moment of inertia units

1 hra  122.€8€5  0.303 -2

1

2 vib 240.18€2 0.0

3 wib  €23.0771 0.0

4 wvib €35.02%¢ 0.0 <+«———— Type, Magnitude of frequency, Anharmonicity value, Degeneracy

s vib €75.0€34 0.0
€ vib 7€28.7€5%5 0.0
7 vib 773.€5¢€9 0.0
8 vib  1990.65%4 0.0
s vib 3408.1298 0.0
10 vib 3497.0841 0.0
11 vib 3755.5243 0.0
12 top €5.91 12.3740

o e b e e e

| K-rotor «——— Type, First Rotational Constant, Second Rotational Constant, Rotational Symmetry Number

Example calculation in Multiwell(2)

* Qutput contains rate constant as function of T — can fit this to Arrhenius
expression for mechanisms:




Issues with (Canonical) Transition State Theory

* Canonical transition state theory represents the simplest case of a reaction — the high pressure
limit with a single transition state.

* When is Transition State Theory inappropriate?
* Barrierless reactions
* No or multiple transition states for the reaction
* Quantum tunneling effects
* Reactions requiring a third body collision (pressure-dependent)

* When are the Partition Functions inaccurate?
* Anharmonic effects
* Hindered rotors
* Coupling of vibration and rotation
* Excited States

Beyond Transition State Theory — What to Do?

* For barrierless reactions — Use Variational Transition State Theory.
* For pressure-dependent reactions — Can use microcanonical/RRKM theory.
* For multiple transition states — Master Equation simulations.

* For anharmonic frequencies/hindered rotors/Rovibrations — Need to run further
calculations on these effects.

* For excited states — Higher level methods than DFT are necessary.

* It can get complicated, but most commercial computational chemistry/rate
constant codes can handle all of these too.




PART IV: Application to PAH chemistry
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Menon. A.. etal." Physical Chemistry Chemical Physics 21.29 (2019): 16240-16251




Curved PAHs and Flexoelectricity

=2 pentagon

",
o
&
~Ls 1}
1 pentagon
ﬁ & ‘s’ £ 3
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gy} O
i°
E
2 s
water corannulene coronene o
]
1.85D 2.07D oD I &
2t
0 L L L L )
20 40 80 80 100

Number of rings (R}

e Curvature in PAHs comes from the presence of five-member rings.

* This causes a dipole moment due to the polarisation of i electrons from
the concave to convex surface. The dipole moment increases with size and
curvature of the PAHs. 50

Influence of electric fields




Are curved PAHs stable in flames?
m TS5 = 360 % ®

| O three pentagons ]

350 350
TS5 =334 % 3 4, bty panianoiis
" € 300 | © one pentagon
_ ‘::g - - inveris 1 ms 1500 K
g = 250 r [0 planar TS
5 Tsa=138 NN, 5 W S-shaped TS
< 200 . g 200 |
§ TSA =137 N 3
5 150 0
H 2 150
100 Ig
TS3' =121 s 2 100
50 =

w
o

TSI =114 “~stcseferen.

0

5 6 7 8 8 1011 12 13 14 15 16 17
Number of rings

Only small, low curvature PAHs
are seen to invert.

g

o
a

Larger, curved PAHSs bind
strongly to ions, potentially
increasing their stability.

m
=]

Martin, J. W., Menon, A, Lao, C. T., Akroyd, J., & Kraft, M. (2019).
Combustion and Flame, 206, 150-157.

Simulation of PAHs with ions

l‘t,é!

Kimberly
Bowal

New curPAHIP potential
500 - 1500 K

1000 molecules

* 4 cases:
1. Planar PAHs
2. Curved PAHs
3. Planar PAHs with K*
4. Curved PAHs with K*

Misquitta

Bowal, K., Martin, J. W., Misquitta, A. J., & Kraft, M. Comb Sci & Tech (2019)




Molecular dynamics — Clustering of PAHs

Curved PAHs without K* Curved PAHs with K*

T=>500K

Bowal, K., Martin, J. W., Misquitta, A. J., & Kraft, M. Comb Sci & Tech (2019)

Clustering results

100 -
—— Curved PAHs & K*

80f - Curved PAHs
- — Planar PAHs & K*
2 60+
a | o Planar PAHs
2
2 a0
o~ w_,—/

20t / Molecular arrangement

0 ] maximises electrostatic
0 200 400 600 800 1000  interactions
Time / ps

Curved PAHs and K* show greatest ability to form clusters — but
mainly at lower temperatures.

Bowal, K., Martin, J. W., Misquitta, A. J., & Kraft, M. Comb Sci & Tech (2019)




Aromatic site modelling reactions of PAHs

List of reactions
i ‘ e " oM
occurring on ‘ —
different PAH sites. Oe . OG Ge (2CH;)

(a} R6 ring growth at an AC site (b} R6 desorption from a FE site

Rates of processes L o
are modelled using O‘e‘ TZ.-ST ”\[ng a C

DFT.

(c) R6 oxidation from an AC site by () BY6 closure
0O,

KMC simulation of
. = 208 O 0 .
formation and SOy —0o0y U@ TC
growth of larger
PAHs.

(¢} RS conversion o Ro atan AC site (1) R6 migration to a BYS site

Deriving new reaction paths for unique PAHs
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Ea®s Schulz, Fabian, et al. Proceedings
{ 1 ALl of the Combustion Institute 37.1
- L. JI LA i b _sATEn (2019): 885-892.
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> 3 3 v
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-4 . &
pentagons imaged by the. .
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Possible formation of 5-7
member rings pairs
investigated.

" H' Menon, A., Leon, G., Akroyd, J., & Kraft, M. (2020). Combustion and
: Flame, 217, 152-174.




Why is Optical Band Gap important?

* Understanding what size graphene flakes form
nanoparticles and are present in flames. Y

*  Designing molecules for quantum dots, organic solar cells, - —
and molecular electronics.

= Chodaton products

i ron, i B b SF-PDI2 SF-PDI4
Local spin distribution for C, ”__H4

Yang, Lei, et al. Journal of Power

Sources 324 (2016): 538-546.

Ramos-Castillo, et al. Carbon (2019).

e p
Fuel + Owidizer ,
0 e g

H. Michelsen — CEFRC (2016) . SRS i TG ) :
Kim, Dae-Yeong, et al. " Nanomaterials 9.5 (2019): Muzammil and Stuparu. Nature Communications Chemistry 2.1
' ’ 019): 58.
793.
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computing band impacted by their
gaps? structure?

What does this mean for
combustion and carbon
material applications?
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jectives: Compute optical band linking, curvature, and
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2) What this could mean for
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Choosing a computational method

% Error Relative to Experiment

120,

1004

80

60

40

. Nophithaiene [ | | @ Peri-condensd
61w Acenee HSE06
A Cross-linked ;
&, ¢ 1Pentagonal Ring P o

DFT HOMO-LUMO Gap / eV

m— Eiphenyl
= Fuorens
. cerage
&

0

Tested several popular computational chemistry methods based on density functional
theory.

0 1 2 3 4 5
Experimental Optical Band Gap/eV

BaLYP
B97T1
PBEO
) -BYTXD
M
B9T2

CAM-BALYP

Certain DFT methods can reproduce experimental measurements

Traditional model nanographenes

® Acenes
® D6h Peri-condensed
6 1 ® D2h Peri-condensed
> === Adkins and Miller, 2017
Q 54 =" Robertson, 1987
-~ OBG Range of Toluena/
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= 4 4 Botero et al, 2016
=
<
O 34
=
2
ur 21
1 4
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Number of Hexagonal Rings

All three groups approach a zero band gap limit
In flames: 10 — 25 rings in size

Size and symmetry of nanographene flake is key




Crosslinked Structures

Enomo-Lumo/eV

(a) (b) (c) (d) (e) () (g) (h) () @)

Molecule

EHOW-lUMO
monomer

M=10

The largest fragment (lowest band gap) is most important.

Effect of rotation on optlcal band gap

Eomo - Lumo / €V

Formation of cross-link
enables rotation
between fragments.

Relaxed potential
energy surface scan to
check optical properties
of different conformers
and what energy is
required.

Rotation allows tunability of optical band gaps.




Curved vs.

Enomo-Lumo / €V

planar structures

500

475 *  Curved structures also
approach zero-band

450 68,=142 (strained) gap limit.

B,=152.6 (normal)

425 :'. B,=163 (flatter) 82180 (lat) More pentagons results

400 ¢ 5 in more curvature -

s76 o 2 higher optical band gap

350 ,Regime il Regime I: . Curved nano-graphenes

:i;"r'::"" Regime Ii: Constant coincide with planar

325 b Quadratic Increase in 0BG E;’;’ structures for larger
sizes.

30040 145 150 185 160 165 170

175 180
Dihedral Angle / \ .
/)

Smaller curved nano-graphenes have larger band gaps. ‘

T

==

Rabenau, T, et al. Zeitschrift fur Physik B Condensed Matter 90.1
(1993): 69-72.

Radical vs planar structures
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m-radical nanographenes have lower band gaps.

T

Mishra, Shantanu, et al. Journal of the American Chemical
Society (2019).




Findings

The optical band gap of nano-graphenes is highly
sensitive to the underlying structure — size,
symmetry, curvature, and m-radical character are all
important and could be useful for tailoring band gap
to different applications.

Other features are less impactful, with cross-linking
and hydrogen termination not influencing the optical
band gap significantly.

OBGs observed in flames can be attributed to
moderate sized model nano-graphenes, larger curved
structures, or smaller m-radical structures.

End of Lecture 2




Soot — Part 3

Markus Kraft

Computational Modelling Group Cambridge

Main Contributors:

Dr Jake Martin (Part 1)

Dr Angiras Menon (Part 2)
Dr Laura Pascazio (Part 3)
Dr Gustavo Leon (Part 4)

Jacob Martin AngirasMenon Gustavo Leon

Laura Pascazio




Part 1 Overview

Part 2 Quantum Chemistry

Part 3 Molecular Dynamics

Part 4 Kinetic Monte Carlo

Part 5 Stochastic Particle Methods
Part 6 Application — engine model

Scale in Simulations
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Time

Scale in Simulations

Example: Soot formation in combustion process

http://nznano.blogspot.com/
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atoms at an atomistic level:

QUANTUM MECHANICS

Solves quantum Schrodinger equation and provide a
rigorous description of molecular systems:

d
HON(®)) = th [W(®)
Considers atoms as collections of electron and nuclei
Time and memory hungry

Suitable for small and medium sized systems

Quantum Mechanics and Molecular Dynamics

Computational techniques for studying the time evolution of a system of interacting

MOLECULAR MECHANICS

Solves Netwon’s equations of motion and uses classical
potential energy equations:
F =ma
Utotal = Ubonded + Unon bondea
Considers atoms as hard spheres
Computationally efficient

Suitable for large systems




Molecular Dynamics: strengths and weaknesses

e Why MD?
® Dynamics: Predict time dependent behaviour

= Scale: Large collections of interacting particles that cannot be studied by
guantum mechanics. MD methods are thousand times faster than quantum
chemistry methods

= Atomistic Model

¢ Limitations:
= Very large systems
= Quantum effects
= Limited by inputs (ex force field)

Applications

1957
e Adsorption

¢ Molecular docking . .
¢ Protein folding

e Drug-receptor interactions .. .
¢ Solvation of molecules .

By Alder & Wainwright

¢ Membranes

e Structure-to-function
relationship

¢ Conformational changes

e Effects of irradiation « Biomolecular system

¢ Mechanical failure fluctuations

e Surface interactions » Deformation mechanisms
* Carbon nanotubes, nanodots « |on transport

* Materials properties e Structure determination
e Crystal structures * Vapour phase material

¢ Droplet formation growth




MD in Combustion

A = - ¥ | v |
* Soot nucleation: ;“ | ord '° Al o9
i ’ I
. . . . . . - [ N - |
PAH collision, physical nucleation, reactive nucleation o ;‘:‘l:‘ o b2 - : "o o .-';;
e Soot particle characteristics and properties: R Joy Pes - N ;"-a b o
— . B i -
Melting points, mechanical properties 0P b9 ps c375ps
« Pyrolysis '3 ® o |g e “
* Particle interactions and growth: . ‘,‘ ' s
) e L ' &
Coalescence and agglomeration \ ¥
d: B0.75 ps @134 ps 1: 2555 ps I
L] &\ﬁ
c-"‘u‘f':gcoao‘ﬁoccz‘:’ | 2 @
e | | 8| | @
T g 470 ps h: 906.25 ps i 2000 ps

Classic equation of motion

The system can be simulated by solving Newton’s equation of motion.
The force acting on each atom i of a system composed by N atoms is given by:
aVi azri

F,=mja; =m; = m; 72 ,i=1..N Newton’s equation

If the force is conservative (if the potential energy depends only on the position of the atoms), the
force is related to the potential energy by:

au(ri, ..., ry)
aI'l'

i




Integration Algorithms: Essential Idea

All the integration algorithms assume the positions, velocities and accelerations can be
approximated by a Taylor series expansion:

1 1
r(t + At) = r(t) + r' ()ALt + Er”(t)At 244 mr(”)(t)At n 4+ oAt ™

1
r(t + At) = r(t) Hr' (At + E'-r”(t)At 2

_dr(t) _dir(t) F(D)
v(t) =—g; O =—m =
r(t + At) = r(t) + v(t)At + %At 2 r(t)

v(t)

Integration Algorithms: Essential Idea

Taylor series expansion for velocity around a known point v(t):

1 1
v(t + At) = v(t) + v (DA + = v (DAL 2 + - + ;V(")(t)At n 4+ 0(At ™

1 F(t
v(t + At) = v(t) + v'(t)At + Ev”(t)At 2 where v'(t) =a(t) = %
Taylor series expansion around %:
v'(t + At) = v'(t) + v (t)At
Multiplying by %z
At At At? At? At At
U’(t+At)7 =~ U’(t)7+17”(t)7 - U”(t)TZ U’(t+At)7—U’(t)?

v(t + At) = v(t) + v’(t)% +v'(t+ At)% =v(t) + ZA—;(F(t) + F(t+ Ab))

12




Velocity Verlet Algorithm

At

i

ri(t + At) = ri(t) + v (DAt + ——=At 2 + 0(At 3)

v;(t + At) = v;(t) + — [Fi(t) + F;(t + At)] + 0(At ®)

Fi(t)

mg

FAST

ACCURATE
TIME-REVERSIBLE

Other algorithms: Verlet, Leap-frog, Beeman

Key Stages in MD Simulation

[ 1. Initialization

| 2. Compute the forces |

3. Solve the equation of

t=t+At motion

Input initial condition: atomic positions r; (t,) and
velocities v;(ty) of all atoms in the system

U@y (®), ., Tn(8)
0ri

Fi(t) = —

Velocity Verlet:
ri(t), F;(£)- r;(t + At)

ri(t + At) - Fl(t + At)
v;(t), F;(t), F;i(t + At)» v;(t + At)

4. Calculate physical
properties

t > thax

5. End of simulation

ri(t + At) = r;(t) + v; ()AL + FiT(_t)Atz +0(At?)

it + At) = vi(t) + o [Fi(8) + Fi(t + D] + 0(At?)




Simulation setup

e STARTING CONFIGURATION:
= Atomic positions (x, y, z)
= Atomic velocities
= Boundary conditions

¢ POTENTIAL ENERGY (FORCE FIELD):

= Potential Energy equations
= Potential Energy parameters

¢ SIMULATION PARAMETERS:
= Integration algorithm
= Time step
= Thermodynamic ensemble
= Tand P and T and P control

CLASSICAL MECHANICS IS
DETERMINISTIC:
INITIAL STATE AND INTERACTION
RULES FULLY SPECIFY THE
SYSTEM’S FUTURE

STARTING CONFIGURATION




Initial coordinates

Atomic coordinates:

COMPND Water

HETATM 1 o© 1

HETATM 2 H 1

HETATM 3 H 1 0.586 -0.954
TER 4 1

END

PACKMOL (more complex systems):

Random positions Mixture Layers

0.251 -0.3e0 -0.046 1.00 0.00
0.249 0.684 0.231 1.00 0.00

.791 1.00 0.00

pdb format

Double layered sphere Interface

Initial velocities

Standard approach is to draw velocities randomly
from a Maxwell-Boltzmann distribution at the

simulation temperature T (assumption of thermal
equilibrium)

2
_ m; __Tnivi
fo) = anBTeXp< 2kBT>

In some cases, it is needed to assign them manually,
e.g. dimerization:

f
7} > ?} > T|

T

S

L




Boundary Conditions

PERIODIC BOUNDARY CONDITIONS FIXED BOUNDARY
d o\cf o\cg ol ° 0" o
o o o = Apply external forces
«—0 /O_-o ‘,Cf_'o‘,O 29 0 ?) (shear deformation)
Jo\Jo\Jo\ 0 0 0
WALL

O,

Tt I

Duplicate the simulation box in one or more directions.
An atom moving out of boundary comes from the other
side.

= Required to predict and study the properties of a
system in bulk (very big or “infinite” system)
= Needed to eliminate surface effects

FORCE FIELDS




Potential energy

The net force acting on each atom in the system is a result of its interactions with all other atoms.
The force on an atom i is the negative gradient of a scalar potential energy function:

Fi = _ViU(rll rZ! ---'rN)
The gradient can be computed in three different ways:
e By using a force field — Classic Molecular Dynamycs

¢ By solving the Schrodinger equation — Ab initio Molecular Dynamics
¢ By a combination of both — Quantum Mechanics/Molecular Mechanics (QM/MM)

21

Force Fields

A force field is the collection of functional forms and parameter sets used to relate the potential
energy of a system with its internal coordinates.

Different types of Force Field:
Classical

Polarizable

Reactive

Empirical Valence Bond
Coarse-grained

S T o

Machine Learning

22




Classical Force Fields

U = Z Ubondea(r) + Z Unonbondea (T)

/

* atoms linked by covalent bonds
¢ involves 2, 3 and 4 atom interactions

4
Z Ubonded = Z Ubund + Z Uangles + Udihedral + Z Uimproper 3+ IJ.ErTonic
bonds angles dihedrals improper 21 oscillator
Zlk 2+Zlk9 60)%+ 3ol
= —kp(r —r = - =
2 b( 0) 2 a( 0) P ok
bonds angles S.1L Morsa
1 se
_2 .
- kolt + cosnd =+ > Sl — 50 7
dihedrals improper Vi i ; ;

23

.

* long-range electrostatic and VdW interactions
* involves interactions between all pairs of atoms

Classical Force Fields

U = Z Ubondea(r) + Z Unonbondea (T)

/

* atoms linked by covalent bonds
¢ involves 2, 3 and 4 atom interactions

Z Unonbonded =

atoms 12 6 atoms
= 2w () () ) Y e
T L Y\ \my Tij L 4mey 1)
i<j i<j

24

.

* long-range electrostatic and VdW interactions
* involves interactions between all pairs of atoms

O—I

H\C/ \C/H
[ |

o A

I—0




Classical Force Fields

The atoms of the molecule are classified in different atom types to distinguish interactions
between the same chemical class of atoms

U = Y Sk Y ka8 0 |

bonds angles

1
+ ) kgltHcosto =+ D Sl — )+
dihedrals improper ~N ‘é ~ .~

atoms 12 6 atoms C
e 4, (_) _<_> N 1 @i |
/. ij Ty Tij ~ 4megy 13f C

The parameters of the force field are different for each atom type H

25

Neighbour list

Evaluating the force is the most computationally demanding part of molecular dynamics.

For each atom a set of lists is generated: PBC:
Reyr-orr < L/2
o Fixed (static) lists: — | ——
= Bond list a i ad
. A/ O
" Angle list (r o) ;
* Dihedral list A4/
e Dynamic list: Nonbond 1istforg5: Reyr-orr
; _ q2,r2 e
Nonbond list stores non-bond e a®/ q@° 3 ®
interactions with atoms within cutoff g8, r8 o4 ® o a6
Fij=7ij < Reyr—oFr utd
q7® \_a8® g9°

26




Polarizable Force Field

1. Charge-on-spring (Drude) models

@-3S

a

2. Fluctuating-charge models
Polarization is responsible for (ion/dipole)-

3. Polarizable point charges models: induced dipole forces
U= Z Ubond + Z Uangles + Z Udihedral + Z Uimproper + Z UVdW
s g dihedrals improper pairs

multipole polarization

Atomic multipole interactions Induced dipole polarization

27

Reactive force fields

e REACTIVE FORCE FIELDS: Enables classical modelling of chemical reactions

Standard forcefields Vs ReaxFF

U U \/_ \/ ‘BOzj(Tij)ZBOETj"'BOLFj"'BOinjn
feo® o

Ceo -0

Fixed atomtypes and harmonic potentials: MNon-harmonic potentials based on bond orders:
bond breaking impossible, e.g, bond breal

rming possible, e.g.

E = (distance}? E, .= -lbond order) x expl (1 - bond order) ]

oo
E dynamic bond
€-€ -0 fynamic bond
depending on dis
[ -a triple "bond” will always [ (no atomtypes)
stay a triple “bond” 1l
*—e _-atom will always i
~ . . ™=
beaC__ atom
& ——F - =
® € - e :
(E — oo (E ~5())  ALT.van Duln et al Phys. Chem. A 2001, 105, 9396-9409.

28




Reactive force fields

e REAXFF:
U= Ubond + Uangles + Utorsions + Uover + UVdW + UCaulomb + Uspecific

Upong= energy associated with forming bonds between atoms
Uangie= energy associated with 3-body valence angle strain

Utorsion= energy associated with 4-body torsional angle strain

Uover= energy penalty preventing overcoordination of atoms

Uy aw= dispersive (van der Waals) contributions

Ucoulomp= €lectrostatic contributions

Uspecific= specific energy terms, e.g., lone pair, hydrogen bonding, etc.

C/H/O (2018)
39 General parameters

36 Atom parameters (x3 atoms)

16 Bond parameters (x6 bonds) 520 parameters
7 Angles parameters (x18 angles)

7 Dihedral parameters (x21 torsions)

4 H bond parameters (x1 H bond)

29

Parametrization

1 The parameters are typically:
UG = ) Skl —r)t+ P yPIEay

bonds * obtained from quantum
1 . .
+ E Eka(e — 0,)%+ mechanical calculations

angles * C(Calibrated to experimental
data (neutron, X-ray and
+ Z ksl 4+ cos(nd — 6)] + !
] ¢[ (nd )] electron diffraction, NMR,
dihedrals .
1 infrared, Raman and neutron

+ E Ekz(zijkl — &) + spectroscopy, etc.)

improper

atoms atoms

o\ (0)\° 1 qq;
n Z ge [ (Z2) —(22) )+ Z - 449
H rij rij = 477,'80 rij

i<j




Parametrization procedure

( Generate DFT training data: )
« Charges
Energies
PES scans
Conformers
Geometries
...more

Refine training data

|

Choose weights:

Energies [ ] Change weights

PES scans 1

Conformers mEm————————)

Geometries I
.

}

Estimate parameters: Objective function:
Choose FF functional form X X
i,DFT — i,FF)

Cf)r,struct objective function to Error = Z
minimize
Apply optimization method No

I

( Validate new FF

4

Accept new
FF?

31

ReaxFF training sets in literature

e 2001 (C/H): First parametrization for hydrocarbons. The parameters were derived from quantum
chemical calculations on bond dissociation and reactions of small molecules plus heat of
formation and geometry data for a number of stable hydrocarbon compounds.

e 2008 (C/H/O): Hydrocarbon oxidation. The force field parameters were determined by
combining the original hydrocarbon training set with the QM data for transition states and
reaction energies for systems relevant to hydrocarbon oxidation.

e 2015 (C/H — Aromatics): The training set was extended to describe the reactions for thermal
decomposition and CC bond formation of large hydrocarbons like graphene and fullerene.

e 2016 (C/H/O): improved description of oxidation of small hydrocarbons and syngas reaction. It
includes a number of reactions related to CO and HCO.

e Other versions for specific scopes are reported in literature: simulations of thermal
decomposition of RDX and TATP; hydrocarbon chemistry catalyzed by Nickel and Vanadium
Oxide

32




QM/MM

The hybrid QM/MM (quantum mechanics/molecular mechanics) approach is a MD method that
combines the strengths of ab initio QM calculations (accuracy) and MM (speed) approaches, thus
allowing for the study of chemical processes.

The chemical systems is partitioned into an electronically important region which requires a
quantum chemical treatment and a remainder which only acts in a perturbative fashion and thus
admits a classical description.

Wik T

__(YHY) | Interaction between
MD oM -MD oM = ") QM and MM

Energy of MM subsystem

33

QM/MM implementation

The QM/MM division splits the systems along a chemical bond using a so-called link atom LA
(hydrogen atom in the QM calculation step). It is not physically present in the MM subsystem, but
the forces on it, that are computed in the QM step, are distributed over the two atoms of the
bond. The bond length itself is constrained during the computations.

ONIOM approach:
_ QM MM MM
E=E"" +Eji; +E]

I: QM subsystem
I1: MM subsystem

34




Empirical Valence Bond Method (EVB)

In the EVB method, simulation of reactive processes is conducted via the coupling of classical FFs,

one classical FF for the reactant E1 and one classical FF for the product E2 using a coupling
term C12 between the FFs.

.‘- . Egg(R) -~ “Exact” s
! b P = £
‘\; E’ rR} . ; ” i # >

(E(®) Cu®)
Hevs (R) = <C112(R) Ef(R))

EEVB

(Ey + E3) — J(E1 + E5)? — 4(E1 B, — CF,)
ADVANTAGES: — = >
* Classic FFs are already available in literature

* It requires only bond scans for parameterization

* Easy to parametrize (max 4 parameters per reaction)
* Fast

_(51—52—A2)2
ClZ = A1€ A3 + A4_

FORCE FIELDS:
APPLICATIONS IN
COMBUSTION

36




Soot nucleation

rim-based
pentagonal ring H
- radical

hexagonal ring
o-radical
\ i
z i
o
partially embedded Dentagqnai ring
pentaganal ring armchair site

Molecular weiaht

37

resonantly stabilised
mi-radical

Reactive edges of soot precursors.

rim-based
pentagonal ring
o-radical

Basin hopping and potentials = = '

. Kimberly Peter Grancic im oﬁg-ﬁ
* Finds stable molecular Bowal

clusters by searching
for minima

» Based on potential
energy ‘landscape’

* Uses Monte-Carlo
criterion when
‘jumping’ between
minima

Energy

and Markus Kraft, Combustion and Flame 157, 909-914, (2010).

Sphere Encapsulated Monte Carlo: Obtaining Minimum Energy Configurations of Large Aromatic Systems
Kimberly L. Bowal, Peter Grancic, Jacob W. Martin, and Markus Kraft, Journal of Physical Chemistry A 123(33), 7303-7313, (2019).

Modelling the internal structure of nascent soot particles Tim Totton, Dwaipayan Chakrabarti, Alston J. Misquitta, Markus Sander, David Wales,

David Wales

-
Alston
Misquitta




Global minimum clusters

2 Coronene 5 Coronenes 10 Coronene

J.Houston
molecules molecules molecules Miller

E =-94.90 kJ/mol E =-394.35 kJ/mol E =-926.42 kJ/mol

Intermolecular potential calculations for polynuclear aromatic hydrocarbon clusters
JD Herdman, JH Miller - The Journal of Physical Chemistry A, 2008

Experimental comparison

5nm 4 5nm

Experimental HR-TEM images of an

A TEM-style projection of a
aggregate sampled from a diesel engine.  computed cluster of 50 coronene
Indicated are length scales of structures  molecules

within a primary particle (from Mosbach et

al., 2009, Combustion and Flame).




Physical nucleation — flat PAH

. . . A\l & it a

Hypothesis: %' ’;\ % ,;3;»

* flat PAH are responsible for soot nucleation “ r"f};}j" LY v f;f%

Ty :.7::: X U

e Only physical interaction are important —_— \\3

¢ No chemical reactions r-so0k - 1500K
. 100¢

Force Field: el 500K

e Classical force fields
e OPLS-AA and isoPAHAP

9% clusterec

200 400 800 800 1000
Time (ps)

Totton et al. (2012) Physical Chemistry Chemical Physics 14, 4081-4096.

Heating a coronene.,
cluster

e Heated from 50K to
1000K over 20 ns

e Complete evaporation
below flame
temperatures

e Experimental
sublimation
temperature ~798K

T ref =450.0 K

T act =450.7 K




Physical nucleation — curved PAH

Hypothesis:
¢ Interactions between curved PAH and ions are responsible S0 K 750K
for soot nucleation :
¢ Physical interaction + induced dipole need to be considered &
¢ No chemical reactions i E —,
100
iel corannulene without ions
Force Field: 80} — corannulene with ions
¢ Polarizable force fields = coronene without ions
. . 2 60f —  coronene with ions
¢ AMOEBA or isoPAHAP with dummy atoms 7
S 40

20

200 400 600 300 1000
Time / ps

>

Martin et al. (2019) Proceedings of the Combustion Institute 37(1), 1117-1123.
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Chemical nucleation — o-radicals

Hypothesis:
e o-radicals are responsible for soot nucleation
¢ Chemical reactions between radical sites need to be considered

3758 6.25 ps 875 pe 20 ps
Force Field: % w g "l
% 1 g : é

=}
e Reactive force field % L

e REAXFF-C/H/O 2016

) .
e o % ' e »
’ ”
O iy N P o <54 T5ps iops 20ps 7375 ps
o 9 o e o o
9 29 9 9 9 9@ .
»e ) o S A () J% =3 =) i wp
AT R71 R72 R71_0 ¥ * F
" . 2
. e L . e, s BA o, wa 75ps i T B
- e > F R -a - CR ) L4 e
4 DD B 23 D Bs 2@ 2D Vs a2 @9 00 X 1 : ;
od o *>d *d od > *d @ (d) 3 = [ = b .
vl Bd B +@ D@ P sl PR P +d 2R I ;
e @9 *a we >a @ it B it 3 ]
4 ee ¢ 4 ea ¢ $ 0 ‘¢ e !
- - * + - - b

Mao et al. (2018) J. Phys. Chem. A 122, 8701-8708.
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Physical/Chemical nucleation — mt-radicals

Hypothesis:
¢ T-radicals are responsible for soot nucleation

e Physical interactions and chemical reactions between
radical sites need to be considered

Force Field:

¢ There is no reactive force field parametrized for reactions
between ni-radicals

e QMMM

|55
CLASSIC MD

000 ps

Martin et al., Journal of the American Chemical Society 143(31), 12212-12219, (2021).

45

w-radical m-radical

Part. saturated rim pent.-type Fluorenyl-type

QM regions

Physical/Chemical nucleation — mt-radicals

Hypothesis:
¢ Tt-radicals are responsible for soot nucleation

e Physical interactions and chemical reactions between
radical sites need to be considered

Force Field:

¢ There is no reactive force field parametrized for reactions
between ni-radicals

e QMMM
e EVB method
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T and P CONTROL:
ENSAMBLES, THERMOSTAS
AND BAROSTATS

Statistical Ensemble

An ensemble is a collection of points in phase space satisfying the condition of particular
thermodynamic state.

¢ Micro-canonical ensemble (NVE): This correspond to an isolated system.
¢ Canonical Ensemble (NVT): Energy is exchanged with an external heat bath.
e |sobaric-Isothermal Ensemble (NPT): A thermostat and a barostat are needed.

weight
=I-piston
—insulation
Microcanonical Canonical Gibbs or

(const. NVE) (const. NVT) Isobaric-isothermal

(const. NPT)
48




Temperature control

Temperature is related with the kinetic energy (and velocity) of the N atoms in our system
N
1 5 3N
Eyin = Ez m;v; Epin =—~kgT

N
ZEkL'n 1 Z 2
T=—m=— N vh
3Nks 3Nk L v

=

Thermostats control the temperature by scaling in different ways the velocities.

« Velocity scaling thermostat: multiply velocities by a factor A to obtain desired temperature 7o

* Upew(t) =Av(t)

. A= f&
A= T(t)

* Velocities are scaled every time step or every n steps

49

Temperature control

Temperature is related with the kinetic energy (and velocity) of the N atoms in our system

v, 3N
Eyin = EZ myv; Epin = TkBT
=

N
2Ekin 1 Z 2
T=—m=— N vh
3Nk,  3Nkp < 1’"‘”’

=

Thermostats control the temperature by scaling in different ways the velocities.

«» Berendsen thermostat: system is coupled to a heat bath with temperature Tbath
Vnew(t) = Av(t)

At (Tyaen—T) Energy is
A= 1+ ?% o System

Energy is
not conserved

e Tisverylarge > A~ 1 — no coupling
* tisvery small - strong coupling

50




Temperature control

*»* Andersen Thermostat: random collisions of molecules with an imaginary heat bath (randomize
velocities). At each time step some atoms are randomly chosen and their velocity are selected
from a Maxwell-Boltzmann distribution at the desired temperature:

P(v) = mi mvf Pt i'.. j
V= kT OP\ T 2k .

I
© 90O
The strength of the coupling kO Q i
to the heat bath is specified by a Q @)
collision frequency f which describes @)

the number of times an atom is

selected along the simulation

Temperature control

¢+ Langevin dynamics: The velocities are corrected by a random force and a constant friction.

The equation of motions are modified as follow:
F=ma=-VU(r) —ymv —/2ymkgTR(t)

AN

¢ Friction force with Random force due to
Standard force coefficient y stochastic collision

y=2-5ps?!

R(t) — Gaussian random process

These additional forces are applied every n steps, which are defined by the so-called collision
frequency.




Pressure control

The pressure and the volume of a system are related by the virial equation of state:

PV’”—1+B+C+
RT ~ "V, V2

The pressure can be controlled by modifying the volume of the simulation box.

+» Berendsen barostat — the pressure is weakly coupled to a “pressure bath” and the volume
periodically rescaled

Lpew(t) = pL(t)

Zz

3 At L
p= |1 _?Y(Pbath - P)

* vy isthe thermal compressibility
* T isthe “rise time” that describes the strength of the coupling
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MD OUTPUTS




Output: MD trajectory

Molecular Dynamics Simulation MD trajectory is a file containing positions
and velocities of every atom as they vary

with time.
/ From this trajectory, the average values
of properties can be determined.
S

s&:mw

Visualization software

gOpenMol e e Y
Ovito i
VMD (Visual MD)
RasMol

W) ghpeeniad frvevien 1 10




Simple statistical quantities

Physical properties are usually a function of the particle coordinates and velocities.
The instantaneous value of a generic physical property A at time t is:

A(t) = f(rl(t), e, Ty (8), 01 (1), ...,vN(t))

Measuring quantities in MD usually means performing time averages of physical
properties over the system trajectory:

Nt
1
(4) = N_T;A(t)

where t is an index which runs over the time steps from 1 to the total number of steps
N;.

Ergodic hypothesis

e Ensemble average:
(A) = jf AN, vM)p(rV,v") drVdvV

e Time average:
to+T

1
A = lim T A(rN(@©),vN(0))de
to

T—oo

THE ERGODIC HYPOTHESIS STATES THATFOR T —
(A)=A4

So we can compute thermodynamic averages from sufficiently long MD trajectories




Thermodynamic properties

+ Kinetic Energy

<» Temperature

<* Pressure

Other properties

STRUCTURAL PROPERTIES:
< Radial distribution function: particle density of type B at a distance r around particles A

(ps() /1 1 ARG 80— 1)
9ap(r) = {PB)iocat - {PBocal NA;; dr?

\ particle density of type B averaged over all spheres around

particles A

DYNAMICAL PROPERTIES:
«»+ Diffusion coefficient: Green-Kubo relation

_ 1 d
D=so fo (Wi(£) - vy (0) icadt

.

Velocity autocorrelation function
for particle of type A
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Common mistakes

« Simulation is too short (results are not meaningful, out of thermodynamic

equilibrium)
* Inadequate force field
* At is too large (E not conserved, unstable simulation)

¢ System is too small (simulation box)

Cut-off too short (improper treatment of long range interactions)

Statistical significance: number of trajectories
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MD softwares

OPEN SOURCE: R

= Gromacs GROMACS ‘w

= Tinker/Tinker-HP FAST. FLEXIBLE. FREE. ] v I IN KER

" OpenMM L
= NAMD

e‘“‘(D
A
:(I_:,?)I;/IKMPS &é@¥lz N Scmt)golcculart)ynamics
- ek

weas  Amber
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OpenMM
COMMERCIAL SOFTWARE:
= Amber
* CHARMM

dlecUlon Dynamics




MD with GROMACS

Example

Physical nucleation of soot with pyrene:
e 1000 PYRENE MOLECULES

e T=1000K

e SOFTWARE: Gromacs

VMD
Visualization

Trajectory file (.trj)
‘ Geometry file (.gro)

Topology file (.top) ‘ Input file (.tpr) ‘—v{ MD run ‘

‘ Parameter file (.prm)
Log file (.log)
Post-process script H PROPERTIES
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Geometry file

Number of atoms

Index and name of
the molecule

Atom name and
number

Atom coordinates

Topology file

[ defauics ]
i nbfune comb-rule gen-pairs  fudgelJ fudgeQd
1 1 yes Q 0.5

N s File contammg.parame.ters
for bonded interactions

; oDame bond_type mass charge ptype C A
coplsca Ch & 1z 100 0.000 A 1.0 1.0
oplsha HA 1 1 00 0.000 A 1.0 1.0

[nonbond parsms)
o 3

cplaca  oplsha 1 1.0 1.0
[ moleculecype |

: feme rexc pyrene.top

[ azems ]

: nr type resnr residue atom  ogar
1 oplsca 1 EYR c1 1
2 cplsca 1 PYR c2 2
3 cplaca FYR cs 3
4 oplaca FYR cs 4
- cplaca FYR [=-} s
6 cplaca i PYR c6 6
7 oplaca 1 PYR c1 7
8 oplsaca 1 PYR cs &
. eplsca 1 PYR cs 9
10 cplsca 1 PYR 0 Q
11 cplssa 1 PYR
12  cplaca 1 BYR [=F] 12 12.012
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Topology file

[ bonds ]
s ai a

1

1

1 1
[ pairs )
s ai a

1

1

1 1

[ angles ]

ai a

w NN

[ dihedrals ]

j funct ;o oai aj
2 1 3 1
3 1 3 1
7 1 17 1

[ dihedrals ]

j funct ; ai aj
5 1 2 1
8 1 13 2
1] 1 4q 3

[ system ]

3 ak funct ; Name

1 3 1 pyrene

1 17 1

1 17 1 [ molecules ]
; Compound
Pyrene

67

ak al funct
2 6 3
2 8 3
2 6 3
ak al funct
3 17 1
1 is 1
7 1 1
#mols
1000

improper Z CA X ¥
improper Z CR X Y
improper Z CA X Y

Parameter file

: NVT production

integrator
dt
nsteps

nstxout
nstvout
nstfout
nstenergy
nstxtcout

continuation
constraints

gen-vel
gen-temp
gen-seed

pbc

nstlist
rcoulomb
rvdw

coulombtype
fourierspacing
pme_order
rcoulomb

vdwtype
energygrps

md-vv
0.001
1000000

= 1000
1000
1000
1000
1000

= no
none

= yes
1000

I
[T

I
womy
-]

a

=9

= User
= oplsca

; wvelocity verlet
;1 fs
: 1mns

; save output every 1.0 ps

assign velocities from Maxwell distribution
temperature for Maxwell distribution
generate a random seed

10 fs
short-range electrostatic cutoff (in nm)
short-range van der Waals cutoff (in nm)

Particle Mesh Ewald for long-range electrostatics
grid spacing for FFT

cubic interpolation

Short-range electrostatic cut-off

oplsha

energygrp_table = oplsca oplsca oplsha oplsha

tcoupl = nose-hoover
tau-t 0.5
ref-t = 1000

; thermostat
; time constant, in ps H
; reference temperature, one for each group, in K
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Output

e Log file:

Step
1000000

Writing checkpoint,

Time
1000.00000

Energies (kJ/mol)

Bond
1.71958e+05
LJ-14
0.00000e+00
Potential
4.90561e+05

Tab. Bonds NC
8.61897e+04
Coulomb-14
1.76593e+05
Kinetic En.
4.48802e+05

Pressure (bar)
1.1741%9e-01

Lambda
0.00000

step 6000000 at Thu Cct 13

Angle
1.17591e+05
LJ (SR)
-1.94184e+04
Total Energy
9.39362e+05

23:51:31 2016

Proper Dih.
9.69476e+03
Coulomb (SR)
-1.36995e+05
Conserved En.
7.12142e+05

Ryckaert-Bell.
1.33163e+05
Coul. recip.
-4.82148e+04
Temperature
9.99628e+02
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Output

FEEFRRRERIIINNGS

¢ Logfile:

AVERAGES

<==

FERRRERRRRRRENE

=

>
>

Statistics over 1000001 steps using 10001 frames

Energies (kJ/mol)

Bond
1.67140e+05
LJ-14
0.00000e+00
Potential
4.75736e+05
Pressure (bar)
2.3239%9e-01

Total Virial
1.46163e+05
5.77278e+01
6.40155e+01

Tab. Bonds NC
8.58071e+04
Coulomb-14
1.76605e+05
Kinetic En.
4.48975e+05

(kJ/mol)
5.77300e+01
1.46380e+05

-3.44560e+00

Pressure (bar)

2.31423e-01
4.91344e-03
4.11984e-04

Epot (kJ/mol)
oplsca-oplsca
oplsca-oplsha
oplsha-oplsha

'S

.91329e-03
.22955e-01
.14480e-03

N

Coul-SR
.27991e+04
.15405e+05
.35612e+05

|
[N S

Angle
1.13310e+05
LJ (SR)
-1.94947e+04
Total Energy
9.24711e+05

o

.40120e+01
.45783e+00
.45924e+05

|
B oo

w

.12217e-04
.1439%e-03
.42817e-01

|
[S-Y

LJ-SR
-1.42722e+04
-7.80988e+03
.58736e+03

n

Proper Dih. Ryckaert-Bell.

9.23079e+03
Coulomb (SR)
-1.36994e+05
Conserved En.

6.12277e+05

Coul-14
1.86964e+05
-5.05093e+04
4.01509e+04
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1.28346e+05
Coul. recip.
-4.82151e+04
Temperature
1.00001e+03

LJ-14
0.00000e+00
0.00000e+00
0.00000e+00




Output

prd.trr

VMD

MD - circumcoronene (Cs,H,g)

500K

1500K
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Models for aerosol systems




Phases in aerosol systems

Gas phase Particle phase

Inception %0

<,
Surface reactions| ..
.| . Q) sl
Process heat Characterised by the
number density
(concentration) of
particles, n.

Characterised by the
concentration of
chemical species, C.

Gas Phase

Contains Ny, chemical species such that, C = (Cl, ...,CNSp), represents their
concentrations, and has a Temperature, T.

The concentration of each species k changes in time, t, and space, w, due to reactions,
particle processes and flow?,

5C, 6 5Cy
>t "0 ug(C,T)C, — D (C,T) E] = W(C,T) + G(C,T,n)
e J . ~ A\ ~ J

Advective flow Diffusive flow Particle processes




Particle Phase

Formed by collisions between gas phase (precursor) species.

Interacts with the gas-phase via surface chemical reactions.

Collisions between particles result in interconnected aggregates.

Surface reactions produce more rounded (spherical) structures.

Governed by a Population Balance Equation (PBE).

Inception

Surface processes

Coagulation

Sintering and
coalescence

Number density

For a particle of type x € &, at position w € (), the number

density (concentration) of particles is n(x, ).

The number density evolves as particles experience different

particle processes.

Can be used to calculate integral properties of the particle

ensemble (particle size distribution).




Population Balance Equation

sn & 5 on
E + a . [Sx(C; T;x)n] +% * [uP(C; T,.X')n - DP(CJ T' x) %‘ -
\ ) < ~ -/

Surface reactions Particle flow

K(T,x — y,y)n(x — y)n()dy — f K(T, %, )n(n(y)dy

J

1(C, T, x) +f
N ) £ .

Inception Coagulation

10

Casper Lindberg  Astrid Boje

Particle models

A detailed particle model for polydisperse aggregate particles Casper Lindberg, Manoel Y.
Manuputty, Edward K. Y. Yapp, Jethro Akroyd, Rong Xu, and Markus Kraft, Journal of Computational

Physics 397, 108799, (2019).

Stochastic population balance methods for detailed modelling of flame-made aerosol particles
Astrid Boje and Markus Kraft, Journal of Aerosol Science 159, 105895, (2022). ”




Type space

Space used for mathematically representing particles.

A general particle, F;, can have multivariate states with different
coordinates®:

spatial (external) coordinates  physical space, w € ()
9 | property (internal) coordinates type space, x €€

An ensemble containing Np particles has P, with q € {1, ..., Np}.

12

Low dimensional models

Coalescent sphere
Particles are represented as spheres of constant composition and density.
One internal coordinate: Mass®.

Py = Py(nq)
i) @ @@

Implies instantaneous coalescence after coagulation events.




Low dimensional models

Surface-volume models
Two internal coordinates: Mass and Surface area.
Surface area is conserved after coagulation events.

P, = P (n4,44) O + O —> 6)

Fractal dimension needs to be assumed. Typically, ~ 1.8.
Surface processes affect the total area of the particle.

14

Detailed particle models

A particle aggregate, Py, is defined by its constituent primary particles, p;,
wherei € 1, e Mg, and their connectivity Cq, with elements Cl-j.

1 if p;, pj are adjacent
T —>
Cij {O if p;, p; are not adjacent *
pi = pi(vy)

Connectivity is retained but fractal dimension is still assumed.

These overlapping-sphere models have been successfully used to study
aggregation with surface growth in soot? and silica aerosols??.




Detailed particle models

Detailed particle model by Lindberg et al.»2 describes particles by their
chemical composition, n;, radius, 7;, and relative position, X;,

Py = Py (pu o Pnyy Cq)

pi = pi(M;, 11, X;)

A pi
Centre-to-centre separation, dl-j, or centre-to-neck distance, Xij, can be
obtained from geometry.

No need to assume fractal dimension.

16

Detailed particle models

Detailed particle model by Leon'3 that describes carbonaceous particles by
containing the chemical species that conform them.

Aggregate particle
P, = Py (p1, s Prp(Pg) Cq)
\ -
Molecule
Y
Ny =1 (€1, s Cng(m,)r 1 02 Sng(img)y PR E(m]-))

Site
SL=51 (Ckfirst’ Cklast’n)

Carbon

Primary particle
Ck = Ck(xkﬂakvsk,Edge)

Pi = Pi\Mq, -, My (p) Tir Xi

17




Aggregate particle
R = B ot )

Two layers in the model3:
1. Particles and aggregates

Each primary particle, p;, contains n,,,
molecules, radius, 1;, and relative
position, X;.

Similar description to previous slides.

~ -

~ ” Primary particle
Pi = pi\my, mi"”nm(pi)'riixi)
Molecule
2. Molecules (PAHs) m; =1 (C1, e, Cugm,) S1o ...,sns(mj),nR,E(mj))
A general molecule, m;, contains ng
carbon atoms (cy), ng sites (s;), ng rings,
and an Edge connectivity matrix E(mj).

Site
S1=$ (Ckfirst’ Cklast‘ T‘)

Carbon
¢k = Ci(Xi» Ak i Edge)

The list of carbon atoms and the list of sites can be
written as:

C(m;) = (cy, ..., C and Molecule
S((m ])) ~ ((Sl Snc)) m] = m] (C]_; . ch(mj)' NTRT Sns(m],), np, E(m]))
j - 1r v NnsJ-

The number of rings in a molecule is:

NRe
Site
NRs —
Mg = nRSemb Si= Sl(ckfirst' Cklast’n)
nRr7 Carbon

Ck = Ck (Xk' g, 5k,Edge)

The Edge connectivity matrix E(mj) has elements:

1, if ckland C, are connected,

E = )
k1ka 0, otherwise,

where ky, k; € Igqge, the set of edge carbon atom indices 19




A carbon atom, ¢, contains its spatial coordinates, X, the attached third atom, a,
typically carbon (C) or hydrogen (H) and a binary variable &y gqge:

1, on the edge,

Ok Edge = { . Molecu
kEdge = 10, otherwise, lecule
m; =M (€1, es Cng (m;) St ++s Sng(m) DR E(m))

Site
St= 51 (Ckfirst’ cklast‘ T])

Carbon
Ck = Ck (Xk' g, 5k,Edge)

A site, s;, contains two carbons, i first
and ¢y 155t that are part of a reactive site:

kfirse krast € IEdge and Akgirst’ Wkast * C.

The site type, 17, is determined by the shortest path between ¢y ¢ and ¢y a5t In
the graph defined by E(m]-) and has values n € {FE,ZZ,AC, ...}

20

Crosslinking inside the same molecule is possible with this description

21




Sites

Armchair Edge
(AC) partially embedded
5-member ring (eR5) Corner
——— partially

Zig-zag
Z)//

Free-edge
(FE) {

embedded

5-member
\\ring (cR5)

5-member
ring (R5)

Can have different length (number of carbons)
Different site types depending on the embedding of five-member rings
Edge (R5), Edge partially-embedded (eR5), Corner partially-embedded (cR5)

22

Molecular (PAH) processes




Particle layer

Particle radius is modified by molecular processes (e.g., acetylene addition).
The locality of the addition is not tracked.

jr i

£+Q -0

* * *
pi(ml, ey My, ...,mnm,ri,xi) + Agas = P; (ml, e My, My T xl)

24

Molecular layer

Molecule is modified as well as carbon atoms and sites.

Additional carbon atoms and sites are added/removed.

For example: n¢.,, carbon atoms are added, two existing carbon atoms are modified.

C(mj) = {cl, ooy Couy Cy1s +oes Cp, } - Ck m cl, .

m; (C(m]—), S(m]—), ng, E(mj)) + Agas - mik (C* ( ) s ( *) ng, E* ( *)>

m;

» Citr C s =+ r Cris Clygyyr oo Chepew

cu(x,,H,1) +H/H; 4Gty f{; (x4, C, 1)
Cu+1(xu: H: 1) Cu+1(xu' C' 1)




Molecular layer

Molecule is modified as well as carbon atoms and sites.
Additional carbon atoms and sites are added/removed.

For example: ng ., Sites are added, three existing sites are modified.

S(mj) = {sl, ve»Sp—1)Sp» Spt+1s ...,sns} - S (m;“) = {51, e Sp—15Spr Spt1s e s Spgs SNeW}

SNew = slNew' . SnSNew
*
sv_l(cv_lfirst' Cuw FE) +H/H, +C,H, sv_l(cv_lfirst’ Co—156p ZZ)
—_—
sy(Cu Cut1, FE) e Sy (CVfirst’ Cu+1, FE)
Sv+1(cu+1' Cot+1y,50 FE) o ¢ X ‘
last ¢ Sy+1\ Cot1grep Co+1155e L2
Molecular layer ¢
o o

Two carbon atoms are moved from L to .

Important to notice that these carbon atoms are
disconnected from the rest and only their
coordinates are stored.

i I .5

{10 2 2 2 9 Y 1 o e g
a,—H ay—H 2, C a,C ayH aH a—H = ez | By L ag—H a—H

ey 20 ey 2 Ay 7 vy 27 e T U ey 2 Ay iy 21 Py 27 ey 27 ey 7 ey 2 My ] Rl
a—H a—H a;;—C ay—H ap—H ag—C an—H ay—H Aye—H ag-C ap—H

B,

S

By
»
By

agH
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Molecular layer

Sites from Lg are modified. Principal and
combined site types are updated, as well as the
site connectivity.

In this case no sites were added/removed.

i—FE i—AC

g‘tu‘—c' 'J'm-_' ..... ~ACres

ﬂﬂ

om0 0 c-...<---=;
;.ﬁ‘:q. Cu caten wen e
Ciast*—C4

28

Molecular layer

The positions of new carbon atoms can be obtained using geometry and the positions of
neighbouring carbon atoms. Edge carbon atoms coming from the internal structure are
searched in a similar matter. A position for the atom is estimated using geometry and
selecting the right coordinates from ¥{ by minimising the distance to this position.

estimaté~~- -




Structure Optimisation

After certain situations it may be desirable to optimise the molecular structure to
better represent the geometry of the studied material.

In the model, this is done using OpenBabel® with the following steps:

1. Pass carbon atom coordinates from L. and ¥ to an OpenBabel molecule. Pass
coordinates for possible hydrogen atom locations if a; < H.

Use the OpenBabel internal routines to assume the connectivity of the molecule.
Verify that the guessed connectivity represents L. correctly, otherwise fix it.

Solve a wrong connectivity (next slide).

vk W

Perform a structure optimisation. The model uses the MMFF94 forcefieldl” with
an energy convergence criteria of 107® and 4000 steps.

6. Return the carbon atom coordinates to L. and ¥j.
30

Structure Optimisation

The connectivity can be fixed looking for the
hybridisation of carbon atoms with the following logic:

a) Remove bonds from edge atoms not defined in L.
b) Remove the likely additional bond from sp3 atoms.
¢) Add the likely missing bond from two sp atoms.

d) sp3 atoms bonded to sp atoms are probably wrong.
Look for the closest neighbour and exchange a bond.

e) sp3 atoms nearby sp atoms are probably wrong.
Look for the closest neighbour (of the sp3 atom) and
exchange a bond.




Process Rates

Typically!é, the process rate for a process i can be calculated as:
Ri = kifiNsitenCagas

En
ki = AiT”iexp —R—Tl

fi is the radical site fraction

Nsite nis the number of sites of type 7, that process i affects

+H/H, +C,H,
—_—
L %
(%) L%
32
C

Process Rates

The radical site fraction, f;, can be estimated using the steady-state approximation.

kiCy
k_1Cy, + k2Ce,m, + kaCh

fi =

Assumes k_,Cy < k1Cy and k_1Cy, + kyCc,p, + k3Cy > k1Cy + k_5Cy

ki[H] ky[CoH,]
KaH,] KSTH]
[ * k3[H] &




Process Rates

However, several additional steps contribute to the growth of PAHs.

Assuming f; for species in the red box assumes that acetylene addition is the rate-
limiting step. Not always the best approximation.

H H
If Il Il i . %
08 O Q=00 ”
| = —_— = - —
(‘Hz): : (-H) (‘HJ)

\:’H? /./(—H)

OO 34

Process Rates

Another approximation??:

Assume all species on the right follow a steady-state
(ss) approximation with red arrows used to calculate
process rate.

MgsCss = bgs

Css: vector of ss radical species

Mg, : matrix of reactions that produce ss species from
other ss species

bgs: vector of reactions that produce ss species from
non-ss species




Steady-state approximation

10 1.0
Good at high temperatures e A2 —
Good at long residence times g_ 8 0.8
(not enough build-up of radical o 06 F{
species) "6 e
25 =
S 4 0.4 75
Significant errors on regions where @ o~
soot processes are important®. .5_? 5 0.2 g
5 L

¥
T T T 1 1 0.0
1200 1600 2000 2400

Temperature, T/ [K]
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Process Rates

Yet another approximation:

Assume species in blue follow a partial-equilibrium $

(peq) approximation with red arrows used to calculate ©/\.“

process rate. A
MpeqCpeq = Dpeq H

Cpeq: vector of peq radical species m

Mpeq: matrix of reactions that produce peq species
from other peq species

bpeq: vector of reactions that produce peq species
from non-peq species

37




— Exact solution
Approximations:

Partial-equilibrium approximation O steadystate
O Partial-equilibrium
102 4 E
— 1200K A2 — 1600 K A2
= o]
Good at low temperatures 0 o000 000
Good at short residence times m—j ' @
1077
I!‘I‘_‘ 10—10 -
Overestimates process rates _E 10-12
at high temperatures. B
= 1078 4 . | =
;é 0 000k A2
Crossover point: Happens £ 1071
where the reverse rate T 104 DDDDD Lo8
becomes as large as the & 1074 gooo Looooood®
partial-equilibrium rate. T
Steady-state approximation al i
becomes more accurate. 107% 4
10718 4 ¢ y ¥ . ’ o e ; " . y ;
10=% 16=2 107 107! 10t 300’ d6~% 1072 107 %591 10°
Time / [s]
3 . 3 1
Combined SS-PEQ approximation®®
10 1.0
Soot islan
1. Calculate R3S, 5 and Rge_f}g o A2 o
ss—peq ~~ 8 0.8 -~
2. Calculate R, ",z s o
o «
=P 06 &
e _ g6 s
a- ) g
o
RSy RG> R, 54 0% Bs
SS s 18] ~
amsp otherwise, > 02 5
S5 2= =
vl o
. — T T T T T T 1 0.0
Good performance in full T /¢ space. 1200 1600 2000 2400

Temperature, T/ [K]
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Molecular Processes

The model*? uses 227 individual reaction
rate coefficients (including and reverse
rate coefficients).

Toartion rake

T Reforoncis

No

€, -
“aHe a0
C.le 1040
R 1573
Ol nisa
+ C.Rs 1508
i s E
C.R 1,040
" 4 V578
aam

Hydrogen addition to fivo-member
+ O ReHy—C ReH* 0450

» Oy HeH - C, sk + H
+ O, ReH-C RaM 4+

» CuRe-Cafly
+ €, g~ Cylly + OH

n
Hz0

Molecular Processes

The coefficients are used to
calculate the process rate for 30
molecular processes.

Processes include HACA growth and
desorption on different sites, bay
closures (dehydrogenation),
migration of five-member rings?,
formation of seven-member rings?!
and oxidation of five-, six- and
seven-member rings?2.

& Kimetic Mot Carlo jump procoses

Frrocess (Hofirence

s1 e cing growth (1

Frovuodge (FE)

i
"
2
2
=

Arimchair {AC)

3]
T8 Frocedge desorption to an nrmschakr (1, 11 Froo-odgs ndincent to nou-frecodges (FEmaca )
Fiis i Hate
i
S4 Froo-odge ring desarption |1 Froc-sdgn with two adjacant froo-odges (FE3}
Hals

B% 0 1o S-member Fing com




Tk & Trassform

Molecular Processes e

81  Froo-sdge ring growth

i for oweh Kinetic Momte Carlo jumsp proces

Jusnp girocess

B e

£2 Armchair ring growth

Y e [E
14,

Each molecular process includes the EIS] @
addition or removal of carbon

83  Freo-wdge desorption to an armchair
atoms, hydrogen atoms, number of il et

rings and sites. E%]_'Cé)

8§84 Frov-edge ring desorption

Jumip process.

The model also includes the =G0
85 w Semembor ring comversion st armchai

transformations to existing sites and T
rules for structure optimisation. = 00

86 S-momber ring addition

&

&

S prvcess:

jo b 2iA
Cally . +3 -
o &: Tag-eng [ER) TR -
i dast > 18 A

57 S-momber ring desorption

8

Jump process:

D 2 CO

home | sgarch IS
B UNIVERSITY OF
# CAMBRIDGE

Software

Dmamrsenin oF Chescat Escmenim
Home People Research [FESCNT| Preprints Publications Conferences Seminars Login
i._..._..a‘;‘.‘...!! — [ Sectausicie: | Cimenchiay: § _Imclu«j

Software
i 3 - | 4 T
The Compedational Modelling Geroup is making some of the software we
davelop available to others involved in related research. By doing this we hopa  Fo )
to provide & service to other researchers and to give some indication to | l 1

potential cobaborators of whal we can achisve

Codes will normally ba made open sourca on GitHub, #s part of the CoMo and 1
Cambidas CARES organisations.

Full Listing

TheWaorldAvatar
Aknewledge-graph-based digilal twin of the werdd

ascml
Machine leaming for power conversion efficiency in cogank: photovalteics

HRTEMFringeMapping
Matiab codde for mapping fringes in HRTEM images of sost

FlamePyrometry
Sool tamparatura and volume fractian frem colsur photographs

MOpS Particle Simulator
Cow+ version of our detailed population balance code for ssal

Sweep2 - The Cambridge Soot Simulator
Fortran 90 version of tha MOpS/Sweap Pamca Reactar Solvar on sauncaforgs

MOpS Particle Simulator
C++ version of our detailed population balance code for soot




Model insights

T =1500C
XH = 10_2
tz = 10_1
xCZHZ = 10_1
sz = 10_4
Xo = 10_2

0.0 ms




T =1500C

Xy = 10_2
xHZ = 10_1
xCZHZ = 10_1
sz = 10_3
Xo = 10_3
0.0 ms

T =1500C
Xy = 10_2
tz = 10_1
xCZHZ = 10_1
XOZ = 10_1
Xo = 10_8

0.0 ms

0.0 ms
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T =1500C
xy = 1072
xy, = 1071
Xc,n, = 1071
Xo, = 1071

Xo = 10_8
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xy = 1072
xy, = 1071
Xc,u, = 1071
Xo, = 107*
xo = 1072

0.0 ms
T =1500C

0.0 ms
T =2000C

Temperature dependance

0.0 ms
T = 2500 C




xy = 1072
x, =107 Temperature dependance — no oxygen

— -1
xCZHZ =10

0.0 ms
T =1500C T =2000C T =2500C
T =1500C
Xy = 1072 C,H, dependance
xy, = 1071
Xo, = 107*
Xo = 1072

. i i

0.0 ms 0.0 ms 0.0 ms
xCZHZ =01 XCZHZ = 0.075 xCZHZ = 0:05




T =1500C
x, = 1071 Hydrogen dependance

xcsz =0.1

w8 8

0.0 ms 0.0 ms 0.0 ms
xy = 0.1 xy = 0.01 xy = 0.001

End of Lecture 4
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Part 1 Overview

Part 2 Quantum Chemistry

Part 3 Molecular Dynamics

Part 4 Kinetic Monte Carlo

Part 5 Stochastic Particle Methods
Part 6 Application — engine model
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Models for aerosol systems

Phases in aerosol systems

Gas phase Particle phase

Inception 3.0 ©
O q

. ‘»—"‘
Surface reactions| .

| .':l

0 2
., . o7 \‘()
Characterised by the Process heat Characteriseq by the
concentration of number der'15|ty
chemical species, C. (concentration) of

particles, n.




Gas Phase

Contains Ny, chemical species such that, C = (Cl, ...,CNSp), represents their
concentrations, and has a Temperature, T.

The concentration of each species k changes in time, t, and space, w, due to reactions,
particle processes and flow?,

O , 0 | (€ T)Ck - De(C,T) %] = W(C,T) + G(C,T,n)
|\

+
ot  Sw
H_/ - ~ J ~ J

Advective flow Diffusive flow Particle processes

Particle Phase

Formed by collisions between gas phase (precursor) species. Inception
Interacts with the gas-phase via surface chemical reactions. Surface processes
Collisions between particles result in interconnected aggregates. Coagulation

Sintering and

Surface reactions produce more rounded (spherical) structures.
coalescence

Governed by a Population Balance Equation (PBE).




Number density

For a particle of type x € &, at position w € (), the number
density (concentration) of particles is n(x, ).

The number density evolves as particles experience different
particle processes.

Can be used to calculate integral properties of the particle
ensemble (particle size distribution).

Population Balance Equation

o O st 6 C.T Do(C.T.0) 2"
+E'[ x( ) :x)n]-l_%. u’P( ) ,X)n_ P( ) ;x)E
A

E =
H_/ ~ J
Surface reactions Particle flow
1C T + | KT, =,y = ynGdy - | K(T,xy)mGon()dy
E

E J
v "

Inception Coagulation




Casper Lindberg  Astrid Boje

Particle models

A detailed particle model for polydisperse aggregate particles Casper Lindberg, Manoel Y.
Manuputty, Edward K. Y. Yapp, Jethro Akroyd, Rong Xu, and Markus Kraft, Journal of Computational
Physics 397, 108799, (2019).

Stochastic population balance methods for detailed modelling of flame-made aerosol particles
Astrid Boje and Markus Kraft, Journal of Aerosol Science 159, 105895, (2022).

11

Type space

Space used for mathematically representing particles.

A general particle, By, can have multivariate states with different
coordinates®:

spatial (external) coordinates  physical space, w € ()
9 | property (internal) coordinates type space, x €€

An ensemble containing Np particles has P, with q € {1, ..., Np}.

12




Low dimensional models

Coalescent sphere
Particles are represented as spheres of constant composition and density.

One internal coordinate: Mass®.
Fp=F (nq) .
o) O+ O~
dp(Py) = T 5

Implies instantaneous coalescence after coagulation events.

Low dimensional models

Surface-volume models
Two internal coordinates: Mass and Surface area.
Surface area is conserved after coagulation events.

P, = P;(n4,44) O + O —> 6)

Fractal dimension needs to be assumed. Typically, ~ 1.8.
Surface processes affect the total area of the particle.

14




Detailed particle models

A particle aggregate, Py, is defined by its constituent primary particles, p;,

wherei € 1, e Mg, and their connectivity Cq, with elements Cl-j.

1 if p;, pj are adjacent
T —>
Cij {O if p;, p; are not adjacent *
pi = pi(vy)

Connectivity is retained but fractal dimension is still assumed.

These overlapping-sphere models have been successfully used to study
aggregation with surface growth in soot?? and silica aerosols??.

Detailed particle models

Detailed particle model by Lindberg et al.»2 describes particles by their
chemical composition, n;, radius, 7;, and relative position, X;,

Py = Py (pu o Puyy Cq)

pi = pi(M;, 11, X;)

A pi
Centre-to-centre separation, dl-j, or centre-to-neck distance, Xjj, can be
obtained from geometry.

No need to assume fractal dimension.

16




Key model assumptions

* Binary tree structure determines (=] o =]
connectivity. R T

* Necks are circular i.e. no double

overlaps. /\

Derived properties

2 _ .2 42
Centre to neck distance xij = dij Z +7
2d;;

Primary volume v, = Vg pore(r) - Z Veap (11, %)
7

4 1
v = gnrf - 5712 (2ri3 +xi — Srizxij)

J

av;
Free surface area A= a—rf = 4mr? —2m E (r? - Tixij)
1 -
J

av;
Neck area Angj = W-l- - (Tiz _ xf,)
7]

18




Particle processes

Particle inception from
bimolecular collisions of
gas-phase species

Formation of
aggregates through
coagulation

© 5]
7., 00 8
o ° ©
¥iw —
e 9 g
o
o
PAH
CxHyOy CxX’Hy'OY’,
‘PAH CxHyOy, PAH’ Surface Growth,
PAH Sintering and
coalescence of

Surface Growth

Condensation aggregates

Coagulation

Ballistic cluster-cluster aggregation with a random impact parameter used to

determine point of contact.

Random  # Random
impact | orientation
parameter |

Random [T
direction |

Assumes that the particle size is smaller than the mean free path

Jullien R., (1984), Transparency effects in cluster-cluster aggregation with linear trajectories. J. Phys. A: Math. Gen, 17, L771-L776.




Condensation/Surface growth

Mass is added to the free
surface of a primary, 4;

The particle volume increase
by AV (B,)

The primary radius increases:

(L))

dt  \4;) dt

Sintering

Ar;

Conservation of mass/volume:

* Primary radius increases to
account for change in overlap.

* Separation of other neighbours
also increases.

P dt or; dt Oxjy dt

Primary centres approach
each other due to grain

boundary diffusion: Characteristic sintering time:

Iz r 1 1 _ . —258kJmol

i o0 (2 Ti0 = 1.458x% l(D“r}‘,] exp TR e
dt T_,.[,A“U ri—a Ry ’ 7 RT

Eggersdorfer, M. L., Kadau, D., Herrmann, H. J. & Pratsinis, S. E., (2012). Aggregate morphology evolution by sintering: Number
and diameter of primary particles. J. Aerosol Sci., 46, 7-19.

dv;  Ovjdr; Ovj da
O 0 ey
1‘.

0

)




Coalescence

Once sufficiently sintered primaries are assumed
to coalesce.

The smaller primary is merged into the larger primary.

Ingie

Particle connectivity is updated preserving
the neck radii of neighbours.

Ry = Ry pi

Pr

Detailed particle models

Detailed particle model by Leon'3 that describes carbonaceous particles by
containing the chemical species that conform them.

Aggregate particle
Pq\,= By (P Prg(oyy Co)

~
.7 N~ Molecule
N

\\mj =m;|cy) e, Cnc(mj)’ S1y weey Sns(mj)' ng, E(m]))

4 Sit
.. PSRN // e
- S | SL=51 (ckﬁrst' Cklast’n)
Primary particle N Carbon

\ —_
pi = pi\m, ---:"an(pi)'ritxi)_\- Ck = Ck(Xk. Ay, 5k.Edge)
~N

~




Aggregate particle
R = B ot )

Two layers in the model3:
1. Particles and aggregates

Each primary particle, p;, contains n,,,
molecules, radius, 1;, and relative
position, X;.

Similar description to previous slides.

~ -

~ ” Primary particle
Pi = pi\my, mi"”nm(pi)'riixi)
Molecule
2. Molecules (PAHs) m; =1 (C1, e, Cugm,) S1o ...,sns(mj),nR,E(mj))
A general molecule, m;, contains ng
carbon atoms (cy), ng sites (s;), ng rings,
and an Edge connectivity matrix E(mj).

Site
S1=$ (Ckfirst’ Cklast‘ T‘)

Carbon
¢k = C(Xir Ak i Eige)

The list of carbon atoms and the list of sites can be
written as:

C(m;) = (cy, ..., C and Molecule
S((m ])) ~ ((Sl Snc)) m] = m] (C]_; . ch(mj)' NTRT Sns(m],), np, E(m]))
j - 1r v NnsJ-

The number of rings in a molecule is:

NRe
Site
NRs —
Mg = nRSemb Si= Sl(ckfirst' Cklast’n)
nRr7 Carbon

Ck = Ck (Xk' g, 5k,Edge)

The Edge connectivity matrix E(mj) has elements:

1, if ckland C, are connected,

E = )
k1ka 0, otherwise,

where ky, k; € Igqge, the set of edge carbon atom indices 2




A carbon atom, ¢, contains its spatial coordinates, X, the attached third atom, a,
typically carbon (C) or hydrogen (H) and a binary variable &y gqge:

5 _ {1, on the edge,
k,Edge — 0, otherwise, Molecule

m; =m; (cl, v cnc(mj), Sqy ey Sns(mj)' ng, E(mj))

Site

A site, s;, contains two carbons, i first s = Sz(Ckﬁrst» cklast’n)

and ¢y 155t that are part of a reactive site:

Carbon 5
Cr = Cp\Xp, a
kfirst' klast € IEdge and Akgirst’ Wkast # C. , k( o T k,Edge)

The site type, 17, is determined by the shortest path between ¢y ¢ and ¢y a5t In
the graph defined by E(m]-) and has values n € {FE,ZZ,AC, ...}

27

Direct Simulation Monte Carlo
algorithm

28




Stochastically Weighted Particle Models

Andreas Eibeck and Wolfgang Wagner. SIAM J. Sci. Comput. 22-3 (2000), pp.
802-821, https://doi.org/10.1137/51064827599353488

Sergej Rjasanow, Wolfgang Wagner, Stochastic Numerics for the Boltzmann
Equation, Springer Berlin, Heidelberg, https://doi.org/10.1007/3-540-27689-0

The linear process deferment algorithm: A new technique for solving population balance equations,
RIA Patterson, J Singh, M Balthasar, M Kraft, JR Norris

SIAM Journal on Scientific Computing 28 (1), 303-320,2006 "
Stochastic Numerics
for th
Stochastic weighted particle methods for population balance ____Bonx:aanniquadun

==

equations RIA Patterson, W Wagner, M Kraft, Journal of
Computational Physics 230 (19), 7456-7472

) Symimger

Sample volume

The particle phase is simulated using a finite ensemble of computational particles,

Py, q=1,..,N < Npyax in @ sample volume, Vgp,.

Computational particles represent the concentration of physical particles with a
statistical weight, w;.

Sample volume maps between real and simulated particles.

#real particles 1

NgE

3 = Vo 4 w;, where w; = 1 in DSA

A

1l
[




Initialising simulation

Two parameters need to be defined to start the simulation: Vg, and N ax

However, Vs, needs to be scaled for changes in Temperature and Pressure.

Alternatively, selecting the maximum number density, Mg ., and Niyax allows
initialising the sample volume as:

Nmax

[’smp,O -
Mo,max

Stochastic numerical method

Waiting time between events, T, is drawn from an exponential distribution

specified by the total process rate:
Nprocess

Riotal = Z R;
i=1
7~ eXp(Ryotal)

Probability of a process j, with rate, R;, being selected for an event is
proportional to its relative rate:

P() o 2

Rtotal




| Calculate gas composition and temperature profiles

Phase coupling )

A 1 2
Solve gas phase
for half a step Evolve particle

e . system for
Operator splitting has been widely used to one step J[s«m gas phaseI
solve the chemical flow equations coupled for half a step

to the PBE. pd

Each equation is decomposed into a sum of
its parts and solved separately.

’ Calculate process rates ‘

Notable examples are the Predictor-
Corrector algorithm??, and the Strang
Sp/lttlng a|g0rith m30. IProbabiIisticaIIy choose process using ratesl

\ Determine waiting time ‘

Accuracy increases as splitting times are [ Updste porticie system _|

decreased but computational time [ Update gas composition and temperature |
Increases. Repeat until

Increment time step ends ]

Phase decoupling

Another methodology to solve the PBE:

1. Solve the chemical flow equations with a simpler particle model (e.g., Method of
Moments) to correct the source and sink terms for relevant chemical species.

2. Solve the detailed particle model stochastically along a Lagrangian trajectory of
the chemical flow solution.

Valid only for dilute systems: Particle processes do not affect the gas phase solution
significantly.

This methodology has been widely used for titania3132 and carbonaceous
nanoparticles3334,




Phase decoupling

A species from the chemical flow equations is used as a transfer species for the

stochastic model (e.g., pyrene). The number density of transfer species in the model:

Ntransf
Ntransf —

dens
N V;mp

Number density of transfer species in the chemical flow solution:
NéggnSf = CAtranstAvsmp

The model follows the concentration of the transfer species:

Ntranst < ylransf  Add NgEanst — Ntransf transfer species particles.

Ntranst > yiranst - Remove N'ranst — NIanst transfer species particles.

Simulation issues

Choosing Ny ax and Vg, determines the total number of particles to be used in the
simulation. However, two problems arise:

Ensemble depletion Ensemble saturation
(large coagulation rates) (large inception rates)




Ensemble doubling

If

< 0.5, Vsmp, New = 2Vsmp;

max

Fixes the problem of ensemble depletion
while keeping constant number density3.

Duplicating the particles does not cause
issues if Ny, is sufficiently large.

Nnew = 2N

37

Ensemble contraction
IfN =Ny  Nyew=N-—1,

One particle is removed randomly avoiding
ensemble saturation3®,

However, excessive contractions increase statistical
error and reduce average size of particles in
ensemble.

Better to restart simulation with smaller Vs, or
larger Ny, ,x to avoid excessive contractions.

38




Ensemble filling

for new particle:

m removal and contraction

3ndo particles anc
L
F] w)
— Number of particles w\
L s
= tevemasl Fagie™

LS S

Time —» Time —=

Doubling and contracting algorithms get activated the first time that N = Np,.5°.

39

Statistical accuracy

Statistical accuracy of these methods is controlled by the number of computational

particles used, Ny, 4%, (resolution of the PSD), and the number of different repeat
runs, L.

Theoretical convergence®. For a given function &:

lim
Vsmp—® Vsmp

i w0 = [ §G@mGodx

i=1

40




Numerical convergence tests

Keeping (Npax X L) while increasing Ny,,x and comparing against a reference
solution gives the following behaviour:

-«—Repeat runs

P

Error=—
¥
4

Ideal capacity and repeat runs found!

Increase
repeats x capacity

Ensemble capacity —

Efficient Simulation Techniques
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Software

The Compatational Modelling Greup is making seme of the software we T I
davelop available to others invalved in related ressarch. By doing this we hope |

to provide & service to other researchers and to give some indication to I l w~
potential cobaborators of what we can achisve

Codes will normally ba made open sourca on GitHub, #s part of the CoMo and
Cambodos CARES organisations.

Full Listing

TheWaorldAvatar
Aknewledge-graph-based digilal twin of the werdd

ascml
Maching learning for power conversion afficlency In crganic photovalteics

HRTEMFringeMapping
Matiab codde for mapping fringes in HRTEM images of sost

FlamePyrometry
Sool tamparatura and volume fractian frem colsur photographs

MOpS Particle Simulator
Cow+ version of our detailed population balance code for ssal

Sweep2 - The Cambridge Soot Simulator
Fortran 90 version of tha MOpS/Sweap Pamca Reactar Solvar on sauncaforgs

MOpS Particle Simulator
C++ version of our detailed population balance code for soot

Stochastically weighted algorithm

Similar to the DSMC but the particle statistical weight, w;, is used to conserve
particle number density and other properties such as mass.

It uses weight transfer functions to define coagulation rates.

Special care is needed to demonstrate that the event frequency and symmetry of
the real coagulation process is represented?’.
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SWA Statistical accuracy

. DsA SWaA
Theoretical work by Patterson et al.38 and o , o - , ,
. . . finear 0 3
DeVille et al.39 has indicated that la"02
. . A=0. I
convergence to the correct behaviour is i !_
possible for certain formulations. i e it '
ép, ._,._\\_\., é_, I
Menz et al.*% demonstrated that weighted Y otk | e
particle methods can be used to reduce f g g T
systematic errors.
|
-3 L 3 | " "
" 107! 10" 10 10° ® 107 10" 10 10
Vipgp: - Vg, -

Coagulation rates

The system coagulation rate, Rcq,g, scales with N?. Remembering that:

_ wkgT 1 1 2
Kfm(Pi.Pj)—Z.Z\] : (m(Pi)+m(13j)) (de(P)) +dc(Py)) " then

N N
m 1 wkgT [ 1 1 2
O D A

i=1j=1
JE
This double summation can be very expensive to compute.
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Majorant kernels

The majorant technique?? relies on finding an upper bound on the true coagulation
rate that is less expensive to calculate. For example:

= kgT 1 1 2
Kim (P, Pj) = 44 f" B <\/m(P) = (P)>(dc(Pi)+dc(Pj)),

nkB d(P-)Z | de(P)? d(P) d(P)
smp\/ 11, Jm(P) Jm(P) Jm(m Jm(P)

]:tl

then

fm pfm _
Rcoag = Rcoag

Majorant kernels

N

22 BTzid(P)z do(Py)? d(P) d(P)
ey | Jm(B)  Jm) | JmP)

f H ] —
chlag < chlag

smp 2 i=1

LU

£

.

pfm < pm 22 rthT )Zd (P)? zfi"zldc(Pi)2
coag — “‘coag — ’
{ym(P) L ym(Py)

Vsmp

which is easier to compute.




Majorant kernels

Since the majorant coagulation rate is larger than the real coagulation rate, the
majorant will over-predict the frequency of events.

This is corrected by using fictitious jumps. A coagulation event only occurs
successfully with probability equal to the ratio of the true kernel to the majorant
kernel:

K (P, )

— , the real kernel is only computed for a particle pair.
K(P;, Py)

P(success) =

Linear process deferment algorithm*3

An efficient way to simulate particle processes when linear processes dominate.

A linear process refers to processes that are independent of the concentration of
particles (e.g., surface processes).

Linear processes are deferred and only resolved at the end of the DSA time step.

In the case of a coagulation event the linear processes are performed on the
affected particles before they coagulate.

Benefit: Orders of magnitude reduction in computation time, without significant
accuracy loss.




Algorithm 1: Direct simulation algonthm with paricl: doubling
sme ty, Tramsfor species A"

Ingnit: Siae of
Output: Stale

e sy sl (4 o tin
he svstem g sl stop time

whsile r,
Calculie the mumber of transfer <p sordecises from the gis phuase
ComtN3Y o

while V7

| Remove tremsfer species from the ensembde
il

il
Calculsie total rte of non-defierred processes

R ) e RO :-.i:“"\-“'

Calculate an exponentially distribaicd waiting time

TN < Moy them
for i (1. Nel0)] o
| Create a new particle Pl L)
emd

| Dowtle sampling volume

el

o0

with tranafer specles is the szsesble s/

/v Double the emnemble o

Algorithm 2: Deferred (PAH) processes for a single molecule according to LPDA.
Inp ate of molecule (h a2 1p, Final time 5
Output: State of molecule () ot 1
rito, @ (o
while s < 5y do
Calculate otal rate of surface growth (defermed ) processes:
K@ =X R @) where j & [§1,...,530] Table 3.4,
Calculate an exponentinlly distributed waiting time:
Inl!
B3 @
where U is o uniformly distributed random variable, U7 < [0,1
Select a process | with probability N
ki
Uniformly select a site 5 o perform process j. such thal f OF oo s are the same sile type as
requuined by the panent site type for process §
/+ Perforn Jump Proces
As stated by Process f (Table 3.5);
Optimise the structure if necessary
Add or remove atoms
Add or mmaove rings
Add of reimove siles
Transfonm exising siles
Oiptimise the structure if necessary

P

Q-0
Pet+T
ond
g
t ity

These two algorithms represent the previous
discussed simulation techniques for Direct
simulation Monte Carlo

51

Deferred update migration algorithm?3

The migration of partially-embedded five-member rings is an extremely fast
process??. The movement of the ring behaves as a one-dimensional random walk

around the molecular edge.

The migration is typically ended by the embedding of the five-member ring or by

its desorption.

' 0,
e oRTe COPRI
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Deferred update migration algorithm

Migration processes modify the molecular structure significantly but do not

add/remove atoms.

Updating the structure can be an expensive operation (more if it involves

optimizing the structure).

The algorithm freezes the structure (L.) while updating the site types (so the
process rates are updated). After a non-migration process is sampled, the
structure is updated for the migration and then for the non-migration process.

There can be several migrating five-member rings in the algorithm.

Deferred update migration algorithm

Reduces computational
time by at least one order of
magnitude.

Migration processes that
affect sites on both sides of
the molecule still require
updating the structure.

101

10°

102

Computational time / [s]

Deferred update
« Reference

g
" needs to be optimised before
the end of the random walk

Computational time approximately
ndependent of the number of
migration steps when structure
does not need to be optimised

3 ' Computational time approximately
x xd?‘ proportional to the number of
faﬁ’ migration steps when structure
}unlll the end of the random walk

TR S
Number of migration steps / [-]

r )
G

54




Mgorithm 3: Deferred (PAH) processes for o single molecule with deferred update migra-
tion algorithm

Coipu: Shate wf me
0 ih

The algorithm uses a set of random walkers@¥,~
where a random walker wy, is represented as:

wy = (ix +ng)

i~ initial location of wy,

n, > number of steps taken by wy [

The algorithm adds and removes a site after
the random walker goes around the corner of
the structure.

Pertorm eon-mlgralion jump proves:
U-a

o 55

Hybrid methods
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Hybrid particle models

Useful for conditions with large inception rates.

Particles smaller than a threshold, Ny, resh, are
stored as spherical particles with a stochastic
weight.

Particles larger than this are stored in a detailed
particle model.

This allows using reasonably sized ensembles
without losing the details of aggregate particles

The model by Boje et al. has been used to study
titania production in industrial conditions®!.

M 4=TWO PARTICLE TYPE SPACES =P X

{  Particle
number model

Particle Y
model

(" Spherical particles ) (" Aggregate particles

* s

)
-
=]
¥

)
o W

i

Gas phase model

Large ensembles are required to resolve the PSD

Number of Eérzicles

Time ——=




Large ensembles are required to resolve the PSD

@ Use a smaller @ Pre-define a
sample volume larger ensemble
(O~
(€ '._\\ Jo8 Qe
GEPRY: oo s“o‘é %
o ‘ -~ teee®
YL [ b
C \_e“éf, ] \ . u_.__\x

Number of particles

Time —=

Particle complexity varies...

Xj Particle model

¢ Spherical
* Detailed




Particle complexity varies...

Xi Particle model

... we can exploit this by splitting the type space

i.e. use a hybrid particle-number and detailed particle model'

For a particle P:

P e M e small particles

P X e particles above a threshold size
@ structurally complex particles

lBoje et al. J. Comput. Phys., 389:189-218, 2019.




... we can exploit this by splitting the type space

i.e. use a hybrid particle-number and detailed particle model

Small particles Aggregate particles

s  ®

e GAS PHASE "‘s\

! Boje e al. ). Comput. Phys . 389:189-218, 2010

Particle process treatment with a hybrid
particle model

We have two discrete particle systems
Yi € zm (t), i =1, ..., Nepresh xi € zx(t), i=1,...,N(t)

Inception

Increment counter for particles with 7, monomers:

N, <N, +1

Tinc Minc




Particle process treatment with a hybrid
particle model

We have two discrete particle systems
yi€zm(t). i=1,..., Nihresh xi€zx(t),i=1,...,N(t)

Surface reaction

Small particles, space M:

Alter counters for particles with
i, 1 + Tadd MONOMEers:

NTi‘a’+?}add v N?;f-i-f’;add +1
Ny 4= Ny; — 1

Particle process treatment with a hybrid particle
model

We have two discrete particle systems

yie 2t = Lo Nihresh x € zx(t) i= 1. N (t)

Surface reaction

Small particles, space M: Large particles, space X’
Alter counters for particles with Add 17); + 77add monomers to
Ni, Ni + 1add MONOMers: primary particle p;:
Noitroas & Negseraaa +1 pi (ni, riyzi) < pi (i + Nadd, i, Zi)

Ny +— Ny —1




Particle process treatment with a hybrid
particle model

We have two discrete particle systems

Yiezult)i=1,..., Nihresh i 2 zx(t) 1 =105 N (t)

Coagulation

Numerical rate includes terms from both systems:

1 N(t} N(t} Nulrush thr»:s!l

Reoss =57,— DK + D> > Kiy) NiN;
MR =1 =1 i= j=1
. JHEI . JATIf Nj<2
1 N(E) Nopresh
+ v K (xi.y;) Nj
MNP =1 j=1

Adapting DSA to allow particle-number and
particle models

Hybrid approach is exact for a univariate primary particle model

<1015
— =& Particie gll| e Particle
= | = 4 = Particle-numberparticie | f"\ = = =Particle-number/particle
= c:, o 2t \ ——Reference
E = \
S N . = [\
& " =157
c: | & 5
= | b o
B R 5 1 {
]
B i o o
s L0 -5 - S S E |
8 ¥ g s A At Zosl 1
[ & o (5] :
<

10! R e ol . ——

2* 2 2'® 2 W [ 10 20 30 40 50 60

Maximum number of particles (-}

Convergence study

Boje et al. J. Comput. Phys.. 389:189-218, 2019

Diameter (nm)

Particle size distribution (KDE)




Hybrid method is robust to changes in inception
rate and poor choice of numerical parameters

@ Use a smaller @ pre-define a
sample volume larger ensemble
~
o
L ]
L A
i\ i..'.'l‘ :“u.
\n. K ’ :u‘:,»
.e d -
1) 1 %
e¥ge >
».-.‘&.._\- {
Sog® |
i \I
I"H.. R
N ~ Number of particles
\
sog®
\ eg®

Time ——

Boje et al. J. Comput. Phys., 389:189-218, 2019.

Hybrid method is robust to changes in inception
rate and poor choice of numerical parameters

& Use a smaller B pre-define N ® Use hybrid

particle model

e

\ ]
—See¥

Time —=

Boje et al. J. Comput. Phys., 380:180-218, 2019.




Hybrid method reduces the error for a given
cost

Pre-defined

Jinsufficient ensemble capacity (volume=V) ‘
|ESEEE Smaller sample volume (volume= ’:‘BVJ
|[IEI Particie-number/particie mode!_iv_ulurneﬂ{}_l

!ﬂJ!w

Use a smaller
sample volume

Normalised error

Use hybrid
model

| M, M,
_sale ”l Property
| e
Boje et al. ). Comput. Phys., 380:189-218, 2019.
Ul . =1 10"
- Eattractl\.re = & 402 H, =085em ~ this work
Zos5 |} d g 08 £ R ==y=1
s O \ ‘ 4 5 10" i s Exp., Tsinghua
2 e % 06 & 1910 — Exp., Stanford
2 0 5 2 10?
§ Total S 5 04 7 _8’ Premixed flame ) %
.05 .° ] ) f —T=500K T 107 [16.3%CH, \
E ; o2,/ S=T=1000K | 2 407 137%0, ) \
, (repulsive 3 " b e T2 1500 K s 50.0% AR A% _
0.1 0.2 0.3 0.4 0.5 1 2 3 4 5 6 7 8 34 6 10 20 30 50
Separation, d (nm) Reduced collision diameter, D (nm) Mobility diameter, D (nm)

* The interaction energy between two spherical particles was derived from the L-J
potentials of the constituent atoms of the two particles.

* A coagulation efficiency model for soot was proposed based on the interaction
energy between the colliding partners and their kinetic energy.

On the coagulation efficiency of carbonaceous nanoparticles
Dingyu Hou, Diyuan Zong, Casper Lindberg, Markus Kraft, and Xiaoging You,
Journal of Aerosol Science 140, 105478, (2019).




SPM - Particle eyg)lution

077 Exp.
] comp.

04+

Ay
)

_ Comp g |

o
w
T

Fitted norm. dist.
uinm) o (nm)
Bxp.  10.44 1.77
iy comp. a7 188

=
%]
T

Frequency

o
PN

XA
S0

4 6 8 10 12 14 16 18 20
PP diameter (nm)

Numerical simulations of soot aggregation in Simulation of primary particle size distributions in a
premixed laminar flames premixed ethylene stagnation flame

Neal M. Morgan, Markus Kraft, Michael Balthasar, Dingyu Hou, Casper Lindberg, Mengda Wang, Manoel
David Wong, Michael Frenklach, and Pablo Y. Manuputty, Xiaoging You, and Markus Kraft
Mitchell, Proceedings of the Combustion Institute Combustion and Flame 216, 126-135, (2020).

31(1), 693-700, (2007).
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Soot — Part 6

Markus Kraft

Computational Modelling Group Cambridge

Main Contributors:

Dr Jake Martin (Part 1)

Dr Angiras Menon (Part 2)
Dr Laura Pascazio (Part 3)
Dr Gustavo Leon (Part 4)

Jacob Martin AngirasMenon Gustavo Leon
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Part 1 Overview

Part 2 Quantum Chemistry

Part 3 Molecular Dynamics

Part 4 Kinetic Monte Carlo

Part 5 Stochastic Particle Methods
Part 6 Application and Outlook

Soot in engines

Sebastian Mosbach

Towards a detailed soot model for internal combustion engines Sebastian Mosbach, Matthew S.
Celnik, Abhijeet Raj, Markus Kraft, Hongzhi R. Zhang, Shuichi Kubo, and Kyoung-Oh Kim, Combustion and
Flame 156(6), 1156-1165, (2009).

MARKETS DIGITALISATION SOLUTIONS MEDIA COMPANY

The SRM Engine Suite




Scale Diagramme

electrons particles materials

time HEy ; : -
s 1o” Kinetic Monte Carlo Continuum mechanies

It VD, B0, T B e S 0w H
P :-x])| - i i

ik
p(ﬁ +v-'€-’v) =-Vp+ ¥ :T+f

Mesoscale dynamics

= £ = Ty
Oy = Bty € ="Vbp, Ty =Ty i G

=1
ST | y = 1 =
s L '-;-z...:h (i — gy s — bt ) e TS — PV 4 3 ik,

Malecular dynamics = Z. Kimiaynta. tnay t) kp = AT exp —
10 =i = TV E) . e e !
BE10 LA X{t) = —FUX)/€+ VEDRIY) Z=3 el
[

& = kpini}
Quantum mechanics

)
il (r, t) = HW (r, 1)
il

atic quantum electrodynamics

as 107% (

length
pm nm wim mm m
102 10 10 107 10"

dncob W, Martin [ TR

Soot model: site-counting

Describe soot particles by 9+N dimensional state space (ARS-SC-PP model):

E=(C H S, Ny N N, Nyayp Nrs Npgi PP(]-N))
PP = primary particle list

Zig-zag site Armchair site

O‘ ,‘? =
Free-edge

site

Bay site

Towards a detailed soot model for internal combustion enginesS Mosbach, MS Celnik, A Raj, M Kraft, HR Zhang, S Kubo,
KO Kim, 2009, Combustion and Flame 156 (6), 1156-1165




PAH reaction steps

Armchair ring growth

o 0

.n
o
I
™
o
[o%

0q
1]

o
icl
[e]
S
[
=y

2

Frenklach, Schuetz, Ping. Proc. Combust. Inst. 30, 2005

5-member ring desorption

Sk
(-CHy)

6-member ring desorption
e

‘ E 2H “ ‘
O (:2CH,)

5-member ring conversion at AC

6- to 5-member ring conversion

—

—

—
(-CHy)

Oxidation steps:
rates from quantum
chemistry

Engine model: SRM

E}—(l t)=— Z (h—[ () F (1 f)] + Z

Stochastic Reactor Model (SRM)

S+1

52 s Ewen) -

A
j=1 "

chemical reactions, volume change

1

—?J’F‘(IT) - h

IEM mixing

(U051 + W) F (... s bsa + hit) — Ulhsen ) F(0: 1))

piston movement
¢ Detailed chemical kinetics
¢ Turbulent mixing

¢ Convective heat transfer

heat transfer

—» Chemical mechanism: PRF +
small aromatics (extended by
H. R. Zhang)

208 species, 1002 reactions

e Computationally cheap (1-2 CPU-hrs/cycle)




PAHs in gas-phase chemistry

. Hongzhi R Zhang 9.0E2 C10H8 4 oE5 CIH7 4 6e5 Na-Na
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Averaged soot quantities
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Aggregate size distributions (1)

Experiment
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Aggregate size distributions (I11)

Temporal evolution of aggregate size distribution
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Sampled aggregates (ll)

Simulation |

Probability density [1/nm]
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Simulation
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Emissions from sustainable fuels

* Oxygenated fuels as alternative fuels or additive to .
conventional fuels for internal combustion engine (ICE) m““?&t“%%
— Help mitigate the impacts of well-to-wheel emissions to b i B 0y
environments E%
- 5% to 10% inclusion of ethanol as per the current fuel quality -

standards m

* Roadmap for Ethanol Blending in India 2020-2025

— A target of 20 % blending of ethanol in gasoline (petrol) and
5 % blending of biodiesel in Diesel fuel by 2030

L]
¢’ wn
'
e
Geely GDI engine Tsinghua University
* Study the effects of ethanol-blended fuel on GDI
engines P
— Through digital workflow & measurements owc fer |
— Combustion characteristics CRILET

— Gaseous and particulate emissions

* Three ethanol-blended fuels
— Pure gasoline (EO)
— 10% ethanol-blended gasoline (E10)
— 20% ethanol-blended gasoline (E20)

4l UNIVERSITYOF
=y BIRMINGHAM

Image Source: global.geely.com/intec/g-power/

Volume 1L Bore length 73.4 mm Fuels EO - E20

Cylinder 3 Stroke length 78.6 mm Engine speed 1250 to 2500 RPM

Compression Ratio 9.6 Con rod length 136 mm Engine Load Low to full




Operating Conditions

EO
1440 80 140 19 E10
0.5 E20
Led |@ |© o o
5}
Z 04 o 20 Q
[0}
0.2 ! 5 8 10 158
T T T T T T rrrr [ rr oo
1000 1500 200y 2500

Engine Speed [RPM]

Physico-chemical Model
Calibration & Validation

Pure gasoline
fuel

*Measurement

3 sets of measurement data with 19 operating
conditions

In total 57 sets of data with pressure and emissions

*Modelling approach

E10, E20

W

Calibrated model

Physico-chemical model with SRM Engine Suite
— EO data for model calibration
— MoDS-SRM Engine Suite workflow

Model validation
— E10and E20 data — adjusting ethanol content

— In-cylinder pressure profile, NOx, uHC and PN
emissions

Combustion &
Emissions
Evaluations

Optimal Design
e ] L 8l

%Iﬁ MOO & MCDM

—

21

SRM Agent

Process conditions:
€= (&1 ooe1€M)

Engine speed

Engine Load

Inlet temperature
Inlet pressure

Spark timing

Fuel, ethanol content
EO, E10, E20

Series of experiments at different process conditions:

Responses:

™= ()

————
In-cylinder pressure
NOx

uHCs

PN

E(n}, nexp‘(u}




SRM Agent

Load [N m]

£ 0CCO COCCOIDALO

< 1DCO0 OO0OCO00I
ERerleeblslossest s

s Jiom e w0 6w
Engine speed [rpm]

; T =i
B 1
SRM Engine Suite @ ) /_\ 5
.

Stachustic Parcels

[

Uik Angle [* #11X
Sl s i)

L
—
Enginc-ont Emissions /]

SIAT 2021 PAPER NO: 2021-26-0356

MoDS Agent

MoDS is a highly flexible model development application that uses statistical algorithms to automate common
tasks

—+ Model calibration / parameter estimation
* Model validation
* Surrogate generation and evaluation
* Multi-objective optimisation

—+ Global sensitivity analysis

Currently { * Intelligent DoE / space filling

Purpose-built ‘
workflows w

* Local sensitivity analysis
-+ Uncertainty propagation

Run algorithm(s)
Model / Process e o}

7/22/2021 SIAT 2021 PAPER NO: 2021-26-0356 24

backend only




Workflow for Calibration and Validation

@ E Fuel In-cylinder Engine-out Tailpipe-out

Physico-chemical [[CA\MIYII\A Combustion, Particulates: PM, A Particulates: PM,

Simulation Emissions PN Pl PN
Parameter Validation Surrogate Data Multi-objective
Estimation Models In-filling Optimisation

Workflow
Diesel CIDI
Engines

GDI SI
Engines
Engines

Dual-fuel
Engines

A proven digital engineering partner for powertrain developmen

In-cylinder Pressure Profiles
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Gaseous and Particulates Emissions

NOXx
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Gaseous and Particulates Emissions
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Optimal operation e e

Maintain the power output at each
operating points while minimising the
emissions output.

What is the

best spark timing

and

best inlet manifold pressure?

Fusl Mass [mg]

Y8 B EEE cnusennnsi

P o]
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mEsEEss

W e mem w o oa 0w & ©
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Soot [g/h] vs. NOx [ppm)]

,
 Optimised operhing meps )

NOx [ppm]

Optimal operation
NOx ?:
it
uHC E
g i o £
i Bl i
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Summary

The SRM Engine Suite is calibrated based on pure gasoline fuel

The SRM Engine Suite is capable of accurately capturing the effects of ethanol blended fuels
o In-cylinder pressure profiles, NOx and PN emissions
o UHCs with modified factors within the workflow

The mean residual error for the simulated in-cylinder pressure is within 5 %

The model prediction results show a good agreement as compared to the measurement data in all emissions
o No clear trend in NOx emission as function of ethanol content in the fuel
o Strong evidence that increasing ethanol content in gasoline fuel leads to a reduction in uHC and PN emissions

The integrated workflow for MOO-MCDM is applied to optimise input conditions in order to achieve further reduction in emissions
o Up to 50% reduction in NOx
o Upto 20 % reduction in uHC
o Up to 10 times reduction in PN

Physico-chemical Model 1

Evaluations
‘Calibrated model Optimal Design
- surrogate Model

s ' .
-

Pure gasoline
fuel

Non-Road Use Case: Heavy Duty Engine

f MoDS-SRM Engine Suite Workflow \
Test Cell Data

Operating
Conditions

Pressure
AHRR

Use Case: C4.4 ACERT Industrial Engine
] ) 5 4.4 L Turbocharged Aftercooled (TA) IC engine
Data Filtering & Pre-processing Source: www.cat.com
@ * Heavy duty CIDI engine
m Modelling » 280 measurement data
* |dentify and filter inconsis
Calibration tent data

Vi on . .
¢ Model calibration: 30%
* Model validation: 70%
K F: ponse Surrogates

Y * Pressure and emissions




Non-Road Use Case: Heavy Duty Engine

T T T 1 T L
SRM Engine Suite
Experiment
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Non-Road Use Case: Heavy Duty Engine
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Non-Road Use Case: Heavy Duty Engine

140,

s Hl_Best_Welap_Calibration [2085amm] M| _Best_MeCap Calibrwtion [0.508 * {5 - T8.Bj] [1.06xmms] | ”
o A ST Ry

Pressure
NO,

uHCs
Soot

For more details: SAE Paper 2018-01-1739

Soot in a world model - The World Avatar TWA




Soot in a world model - The World Avatar TWA
What is required?
* Digitalisation
* (chemical) Knowledge

* Interoperability

* Holistic view — no system boundaries

the World Avatar Project
From Platform to Knowledge Graph:

Context: From Digitisation to Digitalisation

Physical Realm

"=




Context: From Digitisation to Digitalisation

G

Internet of Things

Inter-connecting numerous
devices/sensors
Ubiquitous computing by
smart devices

Internet of Things (1oT)

Physical Realm

- [zoo
—

Context: From Digitisation to Digitalisation

@»

Cyber-physical System

Higher level of integration
between physical and
computational elements
Deeply intertwined

Cyber Realm @——@

= ~

physical and software
components

Internet of Things (1oT)

' Physical Realm




Context: From Digitisation to Digitalisation

©

Internet of Services

* Representing resources and
capabilities as services

* Integration and coordina-
tion of services in hetero-
geneous environment

* Cloud computing allows the
outsourcing of computing
tasks

Cyber Realm @——@

e

Internet of Things (1oT)

Internet of

Services (loS)

ealm

Context: Current Challenges for Digitalisation

f Low
Interoperability

* Obstacles in communication
between heterogeneous devices
caused by different protocols
and ambiguity of data

 High friction in exchange,
integration and coordination of
data between hetero-geneous
services in loS

Internet of Things (1oT)

Internet of Services (l0S)

ealm




Context: Current Challenges for Digitalisation

f Low
Interoperability

* Lack capability to disambiguate
complex relationships across
domains

* Surging dependencies and
switching cost with increasing
amount of data

Internet of Things (1oT)

Internet of Services (l0S)

The Solution




Knowledge Graphs
The Universal Digital Twin —the World Avatar Project

formerly known as the J-Park Simulator

45

Dynamic Knowledge Graph

Distributed, directed graph

Concepts

J-Park Simulator: An ontology-based platform for cross-domain scenarios in process industry. Computers & Chemical Engineering,131:106586, 2019.




Dynamic Knowledge Graph

Active agents

Gintolngy Carpalle Aoz Output

Distributed, directed graph based on:
* ontological representation of data

J-Park Simulator: An ontology-based platform for cross-domain scenarios in process industry. Computers & Chemical Engineering,131:106586, 2019.

Dynamic Knowledge Graph

Active agents

Oudput

Distributed, directed graph based on:
* ontological representation of data
* the concept of Linked Data

Instances

Concepts

J-Park Simulator: An ontology-based platform for cross-domain scenarios in process industry. Computers & Chemical Engineering,131:106586, 2019.




Dynamic Knowledge Graph

Active agents

Distributed, directed graph based on:
* ontological representation of data
* the concept of Linked Data

* contains an ecosystem of agents

J-Park Simulator: An ontology-based platform for cross-domain scenarios in process industry. Computers & Chemical Engineering,131:106586, 2019.

Dynamic Knowledge Graph

Active agents

Distributed, directed graph
.. is unambiguous
.. is connected

.. is scalable

.. is distributed

.. is accessible

.. is multi-domain interoperable

.. is evolving in time Concepts

J-Park Simulator: An ontology-based platform for cross-domain scenarios in process industry. Computers & Chemical Engineering,131:106586, 2019.




elementary chemistry

OntoKin mechanisms and
OntoCompChem calculations are
linked to the appropriate entry in
OntoSpecies.

Enables identification of the same
species in different mechanisms
through OntoSpecies.

Can use OntoCompChem
calculations to update information
on entities in OntoKin by mutual
links through OntoSpecies.

(T

H,0 N Mechanism 1
- hasUiniqueSpaciesifl — ’ L \ - Species
haslevelOfTheory H0 H.O
: | IRI 1
(value: PVOZ} - . - hasUniqueSpeciesIRl
IRl (1] 1
oy : - ThermoMadal | IRl
(1] hasQusntumCalculationlRiT i = =
Theory: PVQZ = ‘ ‘ ThermoMadel IRI
IRl =t e IR - hasCusntumCalculationifi T I = 1
T Species -
Theory: PVTZ = “H, :
: L ! - haslniqueSpeciesiRl
= IRI I IRI [ __‘“ niquespecies :
Theory: PVDZ “ | |
i - (1] L m Machanism 2| !
T L I A Rt et L 1
= Species 1
Theory: PVQZ _H.D I
i e 1
H IRI Species i
3 -H, i
Theory: PVFZ : %
Species Properties — I
1 - Unique 1D :
. | - Alternative Labels : ] 1
N L ‘ - Emp | Formula \ . ‘ I
]
Extznded OnteCompChem KB OntoSpecies KB Extended Ontokin KB :
____________________________________________________ -4
Legend: D KB Species Mechanism — Unique Species IRl — —» Quantum Calculation IRI




Use cases

Potential energy surfaces
e.g. Automatic creation of Potential energy surfaces

OntoPESScan

Potential Energy Surfaces (PES) and their
exploration are crucial to computational kinetics
and force field development.

Development of OntoPESScan, a new ontology to
describe computational scans of a variety of
potential energy surfaces (bond, angle, torsion).

Linked to OntoSpecies to uniquely define
molecules and fragments along the surface.

Unambiguously define scan coordinates for a PES.

Linked to OntoCompChem so each point along
the surface has an associated calculation.

Retrieval of energies and geometries via
OntoCompChem to enable automated fitting of
forcefields for molecular dynamics.

H
H \‘:
€—Cuy

H H

C2HS50H -> CH3+CH20H - C-Cbond scan

H O=FH
y
"H
s’ AN

C2H50H - C-O-H angle scan

a cl
\ ol
W B

Cis-CICHCHCI -> trans-CICHCHCI -

H 0—H
! :
H L & H
H
Ha '~ /0-)
C —i iy
W N
cl H
£ ==
H/ \I:I

dihedral angle scan (CI-C-C-Cl)

ontoPESScanIndividual:

hasuUniqueSpecies:
ontoSpeciesIRI

hasscancoordinate:
Atom_1, Atom_2 etc..

hasscanPoints:
- @
job:
ontoCompChemJobIRI,
scancoordinatevalue:
value: 1.5

unit: Angstrom

- @ ...




OntoPESScan OntoCompChem OntoSpecies
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Molecular Dynamics

J. Am. Chem. Soc., 2021, 143, 12212-12219.

Inference with Ontologies

* OWL (Web Ontology Language)
* a very expressive language to describe ontologies

”n n u

* e.g. “sameAs”, “equivalentProperty”, “cardinality”, symmetric /
reflexive / transient relations

* SWRL (Semantic Web Rule Language)
* Semantic Reasoner, e.g.

* to infer new facts

* to proof data consistency

* to apply business rules

58




No silver bullet

* Use of ontologies and semantic technologies is no silver bullet
* There might be trade-offs

* Efficient use depends on requirements and on the nature of the
problem

* Ontologies and semantic technologies complement rather than replace
existing data management infrastructures

* Integration with heterogeneous data sources possible

59

Agent Types

* Type 0 agents operate at the real-world boundary of JPS

* e.g. input agents (from sensors, users), output agents (to actuators, browser)

* Type 1 agents query, calculate, and update the knowledge graph

* e.g. querying OntoKin knowledge base, calculating and updating emission stream,
simulating atmospheric dispersion

* Type 2 agents restructure the knowledge graph
* e.g. restructuring the heat waste network of Jurong Island

* Type 3 agents integrate new ontologies and linked open data
* e.g. integrating DBpedia with the help of natural language queries

* Type 4 agents create new agents and provide higher-level services
* e.g. composed agents, scenario-based analysis, optimization on superstructures
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Emissions - power plants and ships

=&

S

OntoKin OntoCAPE SRS ADMS CityGML Weather
Power Plant )
- - o RS LY
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Semantic Agent Composition Framework

© o
e
_gp—

—1

Agent la”
Discovery Optimization

|
Execution O

OO -

e

\o
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Semantic Web Service Composition for Cross-Domain
Dispersion Scenario

64




City Query Agent

City Query Agent

Google Geocoding API Name of City

|:> m Google Maps Platform |:> “Berlin”

Selection of

region on google
map =_—: i

URI of City e.g. :

http://dbpedia.org/resource/
Berlin

65

Building Query Agent

Building Query Agent

Pre-conversion from
CityGML data to
OntoCityGML and loaded
into triple store.

OntoCityGML |

i

~ m .
Selection of 5 <:JJ
region on google URI of building instances with the region
map |:> |:> e.g.

URI of City e.g. http://www.theworldavatar.com/kb/deu

/berlin/buildings/3920 5818.owl#Buildi
http://dbpedia.org/resource ngBLDG 00030009006684ea
/Berlin

Triple Store
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Weather Agent

Weather Agent :

URI of City e.g. Wealher foreeast
http://dbpedia.org/resource/ |:> —
Waather ix Berbn DF "

PR Waither ad foivents i B 0

Real-time weather data for
selected city which includes:

Temperature <:| ~ S

Relative Humidity
Precipitation

1.

2. Wind Speed e
3. Wind Direction

4. Cloud Cover P————

5.

6.

67

Ship Query Agent

TN

Ship Query Agent | =" 5.
Web scrapping is executed s
periodically to acquire
updated AlIS data for ships
within pre-defined regions. ™=
Acquired AIS data is stored
in PostgreSQL database.

I Type

Passanger ship
. Flag Hong Kong
Selection of Database CENTRAL-CHEUNG CHAL
region on google a
map [ ATT995507
VRS4424
P . 22m
URI of ship instances with the 2291/ 148 kn

region e.g.
http://www.theworldavatar.com/
JPS SHIP/rest/ships/477996210

22.268592 N/TI4.08425 E

Sep 24, 2019 02:40 UTC )
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SRM Engine Suite Agent

URI of ship instances with the

region e.g. Stochastic Reactor
http://www.theworldavatar.com/ Mo_de'
JPS_SHIP/rest/ships/477996210 (commercial software
URI of th i hani for the simulation of
o thereadtyn mechanism |:> exhaust emission from
http://www.theworldavatar.co internal CPmbUStlon
m/kb/ontokin/Toluene.owl#Re engines)
actionMechanism 1870777357 i :
69001
(ool ==

Individual simulated exhaust
emission from ship which is
updated in individual ship’s funnel
URl e.g.
http://www.theworldavatar.com/

kb/ships/Chimney-
1l.owl#WasteStreamOfChimney-1

69

Engine Combustion (SRM) Agent

Stochastic Reactor Model (SRM) to .
simulate in-cylinder combustion: LCh

* Fuel injection

* Turbulent mixing
* Detailed chemistry
* Soot formation

g

dN/fdlogD [1/em?)
_D:\

3,

— A

9,

10 100
Aggregate collision diameter [ [nm]

Model outputs engine performance as well
as emissions of:

. €O, CO,

* unburnt hydrocarbons

+ NO, NO,

%60 1000 1900 1800 2200 2600 * Particulate matter (size distributions)

Temperature K

Equivalence ratio
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Speed Load Map Agent

* Fast-response surrogate model
suitable for real-time simulations

* Purely data-driven, either

experimental or simulated data

* Deep Kernel Learning (DKL),

Hidden

combination of deep neural network e

and Gaussian process

— idertity
Training data (30%}
© Blie-best data {10%)
20% emor

_Model [gpm)

Experiment [ppm]

Input
layers.

* NO, and soot emissions as function of
engine operating conditions, i.e. engine
speed (in RPM) and load/torque (in Nm)

¢ Empirical model to relate vessel speed (in
knots) to engine operating parameters
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| Mun Reusable l

|_Waste Produst
N(.llh!( Condition

Ship’s funnel URI e.g.
http://www.theworldavatar.com/

kb/ships/Chimney-
l.owl#WasteStreamOfChimney-1

Building URI e.g.
http://www.theworldavatar.com/kb/deu

/berlin/buildings/3920 5818.owl#Buildi
ngBLDG 00030009006684ea

Complex Terrain Profile
Real-time weather data
Selected Region (coordinates)
Background concentration

=)

— ADMS Agent

ADMS

NCERCH

(commerecial
software: advanced
dispersion model to

model the air

quality impact)

Dispersion Profile

72




ADMS Agent

Simulate atmospheric dispersion with ADMS-5 from CERC
Current model is based on a Gaussian Plume Dispersion

Plume

Pol
Pollutant centerline

x tx.y.z) =

el
)

2 :r:!‘. a; lr

H. - Effective stack height

H.=H.+Ab
A - plume rise

+ exp (

_y (release height)

Model also considers the effects of:

ERC

{z—h] )

1. Wet dep05|.t|on . NO,+ hv - NO+ O,
2. Atmospheric chemistry between NO, NO, and O, NO O, >  NO,
3. Buildings
4. Complex terrain
5. Plume visibility
73
World
Singapore Germany
Jurong Island Berlin The Hague

Seraya Biodiesel Heizkraftwerk y
Power Plant Plant Mitte Energie
centrale
Electrical Chimney 002
Network
Building xyz
v
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001
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End of Lecture 6
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