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Preamble 

The aim of this lecture note is to present state-of-the-art experiments in turbulent combustion. 

The lecture is restricted to generic combustion configurations with a particular focus on gaseous 

turbulent flames that feature characteristics important to practical applications. The diagnostic 

methods presented here are well suited to study flow and scalar fields and are all based on 

interactions between laser light and matter. Some basic knowledge of fundamentals such as 

quantum mechanics, molecular structure and radiation is presumed.  

Following a brief introduction, generic target configurations spanning from simple to complex 

are exemplified. This selection of generic configurations, of course, is far from complete. Chap-

ter 3 and 4 introduce to most important flow and scalar measurement techniques. At the end of 

each of these two chapters exemplary applications of the methods are presented. Chapter 5 

provides an introduction to combined scalar/flow measurements that can significantly improve 

our understanding of mutual interaction between chemical reactions and turbulent fluid flows. 

In chapter 6 recent developments based on high-repetition-rate and volumetric imaging are dis-

cussed. These diagnostics complement methods at low repetition rate commonly used to gen-

erate an understanding by statistical moments and probability density functions. High repetition 

rate and volumetric imaging techniques still are an emerging field. Although the most recent 

developments are included to this chapter, near-future progress in this field will lead to even 

more interesting insights into combustion phenomena. Due to the important role of numerical 

simulation in designing future combustion technologies, the final chapter 7 reviews some as-

pects of how experimental and numerical results compare.  
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1. Introduction to experimental combustion research 

Turbulent combustion is the backbone of primary energy conversion. Although it is desirable 

that regenerative energy conversion processes such as solar or wind energy gain in their weight, 

combustion of fossil and increasingly sustainable fuels (e.g. e-fuels) will keep its dominant role 

in the foreseeable future. This fact and recent public disputes on global change enforce that 

turbulent combustion processes in their various applications such as electrical power and heat 

generation, propulsion and mobility must be further improved in terms of efficiency, pollutant 

emissions, fuel flexibility, and load flexibility.  

Different pathways exist to advance combustion technologies. Figure 1.1 highlights the role of 

experimental methodologies. Experiments may serve either in a direct manner to measure key-

quantities of a practical combustion process for subsequent design improvements or experi-

mental studies serve in an indirect way to support the development of increasingly predictive 

mathematical/numerical models needed to design improved combustion technologies. Figure 

1.1 additionally shows that experimental studies can gain from numerical modelling (e.g. design 

of appropriate nozzle geometries or assessment of systematic errors) and numerical recipes.  

 
Figure 1.1 

Mutual interconnections between experiments, numerical simulations/modelling and numerical 

recipes to improve current combustion technology. 

 

For an experimental investigation of a combustion process two ingredients are necessary:  

1. A test rig where the combustion process of interest can be operated  

2. Suitable methods for its experimental characterisation.  

Both aspects will be discussed here to some extent but the discussion is restricted only to ge-

neric and gaseous combustion processes that feature some characteristics of general interest 

and to in-situ laser-optical measuring techniques. Topics such as coal or spray combustion 

are apparently excluded here. 

Optical- and especially laser-based methods are commonly used to study combustion processes 

in detail. This is attributed to the following features:  

Fundamental understanding, Model 
development, validation 

Design of experiments 
Analysis of systematic errors 

Numerical 
simulation 
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Enabling 
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1. Optical methods are non- or minimal invasive.  

2. Optical techniques can be applied in-situ. The only prerequisite is a suitable optical ac-

cess.  

3. The temporal resolution in comparison to probe-sampling-techniques (gas chromatog-

raphy, mass spectrometry, etc.) is extremely high. Typical time scales of a practical 

turbulent combustion process can be resolved.  

4. The spatial resolution of optical combustion diagnostics is reasonable. Although it is in 

general much better than intrusive probe-techniques (thermocouple, hot-wire anemom-

eter, etc.) smallest length scales of highly turbulent combustion processes often cannot 

be resolved. Therefore the sensitivity of the probe-volume size on the result must be 

examined for each measurand.  

To investigate a turbulent combustion process in detail many different quantities are of interest. 

These quantities of interest can be divided into flow field quantities, scalar field quantities and 

inflow/boundary conditions.  

Boundary and inlet conditions determine many features of turbulent flames. Therefore they 

need to be recorded and controlled thoroughly. Dependent on the type of process examined, not 

only inlet profiles of relevant process parameters (velocities, temperature, chemical composi-

tion etc.) at the nozzle exit but profiles inside the nozzle must be known. In case of enclosed 

combustion, transfer processes (heat, mass, momentum) to the wall should be studied as well. 

In chapter 2, where examples of optically accessible combustion processes are shown, leadoff 

approaches are briefly discussed to gain insight into processes inside nozzles. Additionally an 

experiment is presented to measure the heat transfer from the gas phase to solid walls. 

A turbulent flow field is characterised by single- and two point statistics as well as gradients 

for all three velocity components. Single-point statistics refer to mean and rms-values (rms: 

root mean square = second statistical moment). Higher moments than the second may be in 

special cases of some interest but impact of experimental noise and other experimental limita-

tions on precision and accuracy are not well studied. In addition to this pointwise information 

on mean and rms-values, information derived from two-point statistics such as integral length 

scales, Kolmogorov length scales, power spectral densities and elements of the rate-of-strain 

and rate-of-vorticity tensor are necessary to better understand the structure of the turbulence. In 

chapter 3 and 5 it is discussed how laser Doppler velocimetry (LDV) and particle imaging ve-

locimetry (PIV) can be used to measure these key-quantities of a turbulent flow under chemi-

cally reactive conditions. 

The scalar field of a combustion process contains the spatial distribution of the temperature, 

chemical species concentrations and quantities derived from temperatures and/or concentra-

tions. Prominent examples for the latter one are the mixture fraction or scalar dissipation rate 

in non- and partially-premixed flames or the reaction progress in premixed flames. Linear as 

well as non-linear spectroscopic methods are widely used to precisely and accurately measure 

these various key-quantities of the scalar field. However, as quantification in many circum-

stances is difficult some of these spectroscopic techniques are often used in a qualitative manner 

only. For example, relative distributions of flame-generated radicals such as hydroxyl (OH) 

serve to divide unburned from burnt regions. In chapter 4 different spectroscopic methods such 

as laser-induced fluorescence (LIF), Raman/Rayleigh spectroscopy and coherent anti-Stokes 

Raman spectroscopy (CARS) are discussed along with exemplary applications. 

Turbulent combustion is complex due to the fact that chemical kinetics and turbulent fluid flows 

mutually interact with each other. More insights into this mutual interplay can therefore be 
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gained not only from multi-scalar measurements based, for example, on Raman/Rayleigh spec-

troscopy, but as well from simultaneous flow and scalar field measurements. In chapter 5 com-

binations of PIV/PLIF and LDV/PLIF show that these simultaneously applied diagnostics allow 

to switch the point of view from a laboratory to a flame-fixed coordinate system. Averaging 

and wash-out due to intermittency inherent to turbulent flames is thereby avoided. Furthermore, 

statistics conditioned on the intermittent flame front becomes feasible. 

Laser diagnostics discussed in chapters 3 to 5 are operated in general at rather low repetition 

rates. In consequence the samples are statistically uncorrelated. To derive reliable statistics and 

build up probability density functions (PDF) statistically uncorrelated sampling is a prerequi-

site. However, transient processes may occur in turbulent combustion processes that are not 

matched appropriately by an unconditioned PDF. For example, cyclic variations in IC engines, 

ignition, extinction or flash back phenomena may occur. For an improved understanding these 

transients must be studied additionally from a different viewpoint. For this purpose chapter 6 

discusses high-speed diagnostics with repetition rates in the kilo-Hertz (kHz) regime recording 

statistically correlated information. These rather newly developed diagnostics allow temporally 

tracking the evolution of flow and scalar field during individual transient events. This cinema-

like information complements the traditional way of understanding reactive fluid flows by sta-

tistical moments and PDFs. In combination with high-speed imaging scanner concepts are dis-

cussed that allow a rapid sweep of a light sheet across a three-dimensional probe volume. Thus, 

this technology even enables quasi four-dimensional imaging. This approach is complemented 

by recent developments in tomographic imaging using multiple projections for imaging which 

is exemplified here for laser-induced fluorescence (OH-LIF). 

The role of experimental methods for improvements of combustion technology was shown al-

ready in figure 1.1. The increasing importance of numerical simulation in designing future com-

bustion processes is obvious. In a closing chapter 7, the aspect of using experiments for model 

validation is therefore briefly discussed. It is exemplarily shown that the connection between 

experiments and numerical simulations is not only unidirectional but numerical simulations can 

be utilized in quantifying experimental inaccuracies.  

  

2. Generic turbulent flames with optical access 

As outlined in section 1, this lecture note is focusing on gaseous turbulent flames. These flames 

mimic certain aspects in gas turbines, central heating applications and internal combustion en-

gines. However, methods discussed in subsequent chapters are similarly applicable to spray 

flames [1] or coal combustion [2, 3]. 

To examine a turbulent flame by optical methods an appropriate optical access is mandatory. 

Whereas for unconfined, atmospheric conditions an optical access entails no principal diffi-

culty, pressurized conditions increase the effort dramatically. In any case an optical access to 

the interior of a nozzle is hindered by its rather small dimensions causing interfering reflections. 

In the following, three examples of generic turbulent flames and a single-cylinder optically 

accessible IC engine are presented. The first example is an atmospheric turbulent opposed jet 

burner that was used to study partially-premixed flames. The second example is an unconfined 

premixed swirl-burner. The third example highlights a pressurized combustor equipped with a 

single nozzle closer to practical conditions. Finally, the optically accessible engine is an exam-

ple of intermittent combustion featuring some geometrical details such as the cylinder head 
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from a real-world application. This sequence of combustion devices goes from simple to com-

plex. Each of it features certain aspects but none of them the entire complexity of a real-world 

application. However, by joining these different pieces of information and by parametric vari-

ation of inflow/boundary conditions, understanding of turbulent flames in practical applications 

is improved.  

 

2.1 Turbulent opposed jet flame and in-nozzle measurements 

The turbulent opposed flow configuration shown in figure 2.1 is well suited to investigate the 

transition from stable to extinguishing flames. The burner as well as various optical diagnostics 

used for characterization of flow and scalar fields is described in more detail in [4]. It consists 

of two identical vertically-opposed contoured nozzles. A 9:1 contraction ends in a 10 mm long 

straight section with a diameter of D = 30mm. Perforated plates with a blockage of b = 45% 

and hexagonally arranged holes with d = 4mm diameter are placed at the end of the contoured 

nozzle, followed by a 50mm long tube. The perforated plates were selected from a series of 

plates of different blockage ratios and hole diameters to produce strong fluctuations and almost 

isotropic turbulence at the nozzle exit. In the nozzle contraction, two annular meshes (5mm 

wide) were installed to avoid flow separation from the walls. Setting the distance between the 

nozzles (H = 30mm) equal to the nozzle diameter (H/D = 1.0) allowed to keep the axial dimen-

sion of the flow field compact. The half nozzle distance is used as the origin of the axial coor-

dinate z. Consequently, the lower and upper nozzle are located at  

z = -15mm and z = +15mm respectively. An annular coflow of nitrogen with a diameter of 

60mm and a bulk velocity of one third the fuel/air mixture bulk velocity shielded the inner jets 

from the surrounding air. Optical access is obtained without additional measures. Notice that 

the surrounding nozzles for the concentric coflow are shortened to maximize the angle of ob-

servation. 

 

 

Figure 2.1 

Schematic of the turbulent opposed jet burner (left) and snapshot of the luminous flame using 

a CMOS-camera operated with an exposure time of 2ms. 

 

Table 2.1 summarizes various flow conditions for stable and extinguishing flames. 
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Table 2.1 

Variation of Re-number and equivalence ratio of the fuel-feeding nozzle. This parametric 

variation allows to study the transition from stable to extinguishing flames. 

 

A dry and dust-free air stream emanated from the upper nozzle with a bulk velocity Wb and a 

bulk Reynolds number Reb based on D and Wb. The air stream impinged on a partially-premixed 

methane/air stream issuing from the lower nozzle. In order to establish the stagnation plane at 

the half nozzle distance H/2 the momenta of these two opposing jets were set equal. Accord-

ingly, the bulk strain rate is HWWa FbObb /)( ,,  , 
b,OW and 

b,F
W are the bulk velocities at ox-

idizer and fuel sides, respectively. A mean residence time tres in the stagnating flow region was 

estimated by -1

res b
t = a . The integral time scale t0 of the turbulent flow field was computed from 

auto-correlation functions of hot-wire anemometry data 0.5mm downstream of the oxidizer 

nozzle exit. Using t0 and the axial velocity at the centerline, the integral length scale (

4.7mm0l  ) at the nozzle exit was calculated utilizing Taylor’s hypothesis. Thus, the integral 

length scale was slightly larger than the hole diameter d of the perforated plates.  

Based on l0 and the turbulent kinetic energy   2 21 2 2k w u    a local turbulent Reynolds 

number, Ret, was calculated at the centerline (z = 14.5mm). Here, w and u denote axial and 

radial velocity fluctuations, employing the experimentally verified radial symmetry for u and 

v. In case of TOJ2D, detailed in table 2.2, the velocity fluctuations in both directions increased 

from ~0.3ms-1 at the nozzle to ~0.42ms-1 in the stagnation plane. Since the large-eddy turnover 

time, 16.2ms1/2

ov 0t = l /( 2 3k)  , was approximately four times the residence time in the mix-

ing layers tres, a ‘young-turbulence’ emerged. This means, that the residence time was too short 

to allow the internal dynamics of turbulence to transfer a significant part of the kinetic energy 

contained in large eddies to the smallest length scales. Consequently, mixing processes at 

smaller length scales were less intense than in fully developed turbulent flows. The Kolmogo-

rov length scale K as smallest flow scale was estimated using the turbulent Reynolds number 

and the integral length scale as ~0.16 mm. Since the Prandtl number Pr, the ratio of kinematic 

viscosity  and thermal diffusivity DT, in this flow is less than one (~0.65 to ~0.80), the smallest 

scalar length scale to be resolved is larger than K.. For Pr < 1 the smallest spatial extension of 

scalar gradients to be resolved and hence the scalar dissipation rate is active on the Obukhov-

Corrsin scale (
3 1/4

C Tη = (D /ε) ,   is the dissipation) [5]. Hot-wire anemometry has been used 

to estimate the dissipation   at the oxidizer nozzle exit. From this information the value for c 

at the nozzle exit was determined as 0.18 mm.  

 

  

Reair am(1/s) = 3.18 = 2.0 = 1.6 = 1.2 

3300 115 TOJ1A    

4500 158 TOJ1B TOJ2B TOJ3B TOJ4B 

5000 175 TOJ1C TOJ2C   

6650 235 TOJ1D TOJ2D   

7200 255  TOJ2E   
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Table 2.2 

Flow field quantities for flame TOJ2D 

Bulk velocity Wb 3.4m/s 

Turbulent Re-number Ret 90 

Bulk strain rate  , ,b b O b Fa W W H    231s –1 

Residence time in mixing layers 
1

 bres at  4.3ms 

Large-eddy turnover time   21

0 2kltov   16.2ms 

Integral time scale T at nozzle exit 1.6ms 

Integral length scale l0 at nozzle exit 4.7mm 

Kolmogorov length scale K at nozzle exit 0.16mm 

Obhukov-Corrsin scale 
c  at nozzle exit 0.18mm 

 

Flame extinction is the ultimate consequence of intense turbulence – chemistry interaction. 

Therefore, extinction limits were experimentally determined with a precision better than 0.7% 

using calibrated mass-flow controllers. A flame was defined as ‘extinguishing’ if the flame 

could not be stabilized at least twice for a time period of 30s in 50 consecutive attempts. The 

extinction limit of the flow for the current fuel composition was reached at Reb = 7200, which 

corresponds to a bulk strain rate of 255s-1. 

The design of the perforated plates to enhance turbulence shows significant impact on the flame 

[6]. In accordance to this experimentally observed sensitivity, large-eddy simulations [4, 7] 

(LES) critically depended on the initial choice of the flow properties through the perforated 

plates. Therefore an experimental analysis of the developing turbulence directly downstream of 

the perforated plates inside the nozzles is desirable. This is achieved by replacing the 50mm 

straight metal tube that is attached to the contoured nozzles by a quartz tube. Of course the 

concentric nozzle for the N2-coflow was dismounted. Using particle imaging velocimetry (PIV) 

detailed in chapter 3 the flow field emanating from the individual 4mm-dia. holes was investi-

gated. The initial turbulence level as well as the break-up of the individual jets will be quantified 

in this manner. It is expected that from such measurements the relation between inflow condi-

tions and flame characteristics can be studied.  

 

2.2 Premixed swirl flame 

The swirl burner introduced in this section [8, 9] is designed to study premixed flames that 

feature characteristics already similar to practical designs. Parametric variation of Re-num-

ber/thermal power is easily feasible by increasing mass flow rates. In addition, by variation of 

the swirl intensity, the transition from a statistically stable to a precessing flame that finally 

flashs back is possible [10, 11].  

A schematic of the unconfined premixed swirl burner is shown in figure 2.2(a). The burner 

consisted of a 15mm wide annular slit surrounding a central bluff body with d = 30mm. Up-

stream of the nozzle, swirl was generated by a moveable block geometry. Theoretical swirl 

numbers S0,th could be adjusted in the range from 0 to 2.0. Values of S0,th exceeding 0.8 resulted 

in flash back. 70mm upstream of the moveable block, natural gas was injected into the com-

bustion-air flow at 300K using a perforated ring line. Homogeneous mixing was confirmed 
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experimentally during the development phase of the burner by seeding the fuel with submicron 

particles and performing planar Mie scattering in a 40x40mm2 plane monitoring the flow down-

stream the nozzle exit. 

 

  
Figure 2.2 

Left: Cross-sectional view of the nozzle used for stable flame operation. Right: Adapted nozzle 

by extended central bluff-body and optical access to the annular slot. This configuration is de-

signed for studying precessing flames and flash back into the nozzle. 

 

To achieve defined boundary conditions, the burner was placed into a coaxial air flow, emanat-

ing from an annular orifice with D = 220mm in diameter. The mean velocity of this co-flowing 

air was set to 0.5m/s. All flow rates were controlled electronically by high precision mass flow 

meters (Bronckhorst). 

The flow field was investigated both for combusting and non-reacting (isothermal) conditions 

(pure air, same momentum at the nozzle exit as the respective combusting case, compare chap-

ter 3.3.3). Flow conditions are listed in table 2.3. The number within the acronym denotes the 

thermal power in kW. 

 

Table 2.3 

Different flow configurations investigated on the premixed swirl burner. The Re-number is cal-

culated for the nozzle exit, bulk velocity and exit area. In the corresponding isothermal cases 

fuel was substituted by air keeping the momentum at the nozzle exit. 

  PSF-30 PSF-90 PSF-150 

S0,th [-] 0.75 0.75 0.75 

P [kW] 30 90 150 

 [-] 0.833 0.833 1.0 

Qgas [mn
3/h] 3.02 9.06 15.1 

Qair [mn
3/h] 34.91 104.33 145.45 

Retot. [-] 10000 29900 42300 

sL [m/s] 0.36 0.36 0.42 

lF [m] 0.26.10-3 0.26.10-3 0.18.10-3 

 

30

60

70

100

air +  methane air +  methane

airair

Methane

Steel 

  Z= 0mm

moveable-block

 (a)
60

20

moveable-block

air +  methane

airair

Metahne

Steel or glass

  Z= 0mm

air +  methane

 (b)
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In order to classify turbulent premixed flames a regime diagram initially proposed by Borghi 

[12], revised by Peters [13] and others, is commonly used where the oncoming turbulence in-

tensity u  normalised by the laminar burning velocity sL is plotted versus the turbulent length 

scale l0 normalised by the laminar flame thickness lF. Notice, that for this classification in gen-

eral equal diffusivities and a Schmidt number of 1Sc  are assumed. Turbulence intensities 

and turbulent length scales were measured by single and two point LDV, respectively, as dis-

cussed in chapter 3. Laminar burning velocities of different equivalence ratios are taken from 

[13], and the laminar flame thickness is deduced from LF sDl  . The molecular diffusion co-

efficient   upcD 
0

 is calculated from the equivalence ratio  1 , specific heat capac-

ity cp and density of unburned premixed gases u taking values from [13] and assuming a mean 

temperature of 1500K within the internal reaction zone. Resulting values for sL and lF are in-

cluded to table 2.3. Using spatial positions of (x = 10mm, r = 25mm) and  

(x = 30mm, r = 30mm) as representative positions within highly turbulent shear layers, the 

respective classification of the investigated flames within the regime diagram is shown in figure 

2.3. The configuration PSF-30 is located in the cross-over of corrugated flamelets to thin reac-

tion zones, whereas PSF-90 and PSF-150 are clearly located in the regime of thin reaction 

zones. 

 
Figure 2.3 

Phase diagram to classify turbulent premixed combustion. The flames PSF-30 and -150 are 

charted by symbols. 

 

Flashback was observed at swirl numbers exceeding a critical value Sth,crit. It could be associated 

with the onset of a precessing vortex core (PVC), analogous to the non-reacting case (see sec-

tion 3.3.3), causing a coherent precession of the flame and eventually reaching back into the 

annular slot. An experimental review of this hypothesis necessitates slight adaptations of the 

nozzle.  

For this reason the original design of the nozzle shown in figure 2.2(a) was changed by extend-

ing the central bluff-body by 20mm (figure 2.2(b)) [10]. By this measure the transitional regime 

between stable and flashback (termed “meta-stable” and associated with a precession of the 

flame) was extended and made experimentally accessible for sufficiently long observation 

times. To allow optical observation of the transient flame during flashback, the outer cylindrical 

wall of the annular slot was replaced in some of the experiments by a cylindrical glass tube. 

The inner diameter of 60mm was matched to its stainless-steel counterpart. For easy control of 
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the swirl number the moveable block was equipped with an electrical stepper motor. By an 

additional gear reduction the theoretical swirl number could be changed in increments of Sth 

= 0.02. This was sensitive enough to reproduce the various operational modes of the flame as 

detailed below.  

For a global characterization of flame stability, the equivalence ratio and the Reynolds number 

were varied. The left hand side of figure 2.4 shows the critical theoretical swirl number Sth,crit 

for a fixed Reynolds number of 10000 (based on hydraulic diameter and bulk nozzle exit ve-

locity). At the right hand side Sth,crit is presented for fixed equivalence ratios but varying Reyn-

olds numbers. Operation of the flame in regions below the experimental data points corresponds 

to statistically stable conditions, the regions above the data points correspond to flashback. Due 

to limitations in the laboratory environment the maximum thermal load of the rig was restricted 

to 35kW. For = 1 this was reached at Re = 10000. Therefore higher Reynolds numbers or 

richer mixtures were not investigated. 
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Figure 2.4 

Critical theoretical swirl numbers Sth,crit where flashback occurs. Left: fixed Re, varying equiv-

alence ratio. Right: fixed equivalence ratio, varying Re. 

 

In a range from = 0.7 to 0.9 Sth,crit decreases monotonically. Exceeding = 0.9, Sth,crit increases 

again and reaches a value of Sth,crit ≈ 1.0 at = 1.0. At = 0.833 the critical swirl number was 

Sth,crit ≈ 1.0. This corresponds to a 25% increase relative to the original nozzle geometry (figure 

2.2(a)) and can be attributed to changes in the flow field by the extended bluff-body. Although 

at a first glance this curve progression appears anti-correlated to the laminar burning velocities 

sL, a closer inspection shows that the respective minimum of the curve in figure 2.4 (left) does 

not coincide with the maximum of sL for methane/air mixtures (sL,max located at≈ 1.08 figure 

2.2 in [13]).  

For a fixed equivalence ratio Sth,crit increases approximately linearly with the Reynolds-number. 

From this finding one can simply conclude that larger bulk velocities retard the onset of flash-

back. However, a physically sound reason for this scaling can not be deduced from this stability 

map. 

Figure 2.5 gives a visual impression of the three different operational modes by imaging the 

spectrally integrated chemiluminescence in the visible and near UV. These images were taken 

with an intensified high-speed CMOS (complementary metal oxide semiconductor)-camera 
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system (LaVision). Exposure times for these examples were 100µs. Figure 2.5(a) shows the 

flame without any swirl acting as an annular jet flame. 

 

   

Figure 2.5 

Snapshots of turbulent premixed methane/air flames: Re = 10000, = 0.833. Left: no swirl, no 

precession of the flame, flame is stabilized at the rim of the bluff-body. Middle: Sth ≈ 0.8, prior 

to flashback, flame precesses around the cylindrical bluff-body. Right: Sth > Sth,crit, flame after 

flashback. 

 

It was anchored at the front side of the central bluff-body. No precession of the flame was 

observable. At the instant of time presented in figure 2.5(a) vortex shedding created the mush-

room-like structure of chemiluminescence. Increasing the theoretical swirl number to values in 

a range between 0.8 and 1.0, the farthest upstream position of the flame left the rim of the bluff-

body and moved upstream. As obvious from figure 2.5(b) the flame stabilized freely in the 

diverging flow field beside the shell of the bluff-body. The stabilization point was highly tran-

sient and it precessed around the bluff-body. The average “leading edge” flame position de-

pended sensitively on the swirl number. For Sth,crit ≈ 1.0 only a slight increase of the swirl could 

cause the flame to reach back into the annular slot. Once the combustion zone was located partly 

in the annular slot the flow dilatation just upstream the flame was expected to accelerate the 

flow at neighbouring radial and circumferential locations in the slot. This situation might pro-

mote a combustion-induced vortex breakdown. To confirm this expectation high-speed particle 

imaging velocimetry (PIV) conditioned on the heat release zone is planned for the near future. 

When the critical swirl number was met or passed the flame suddenly flashed back into the 

nozzle and stabilized upstream at the swirler assembly. Figure 2.5(c) shows the chemilumines-

cence after the flashback. In this mode a combustion instability was observed producing rum-

bling at rather low frequencies. By high-speed imaging at several kHz a clear oscillation of 

chemiluminescnce intensity was observed that was associated with heat release oscillation caus-

ing the rumbling. Figure 2.6 shows one cycle of time resolved chemiluminescence monitored 

with the intensified CMOS at a repetition rate of 7kHz. The view was from top but slightly 

tilted to prevent damaging of the optics due to hot exhaust. That is why the slot appears slightly 

asymmetric. Based on 14 consecutive cycles, the mean cycle duration was 7.5ms with a stand-

ard deviation of 0.6ms (~133±10Hz). 

 

(a) (b) (c) 
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Figure 2.6 

Flame luminescence monitored by intensified CMOS-camera at a frame rate of 7kHz. Only 6 

exposures of a full cycle are shown. The cycle duration was ~7.5±0.6ms. 

 

2.3 Confined pressurized flame 

Confined turbulent flames are considered to study the influence of flame-wall interactions and 

pressure dependency. These configurations are very close to real-world applications although 

in most cases only single-nozzles are operated in the combustor.  

Two types of generic nozzles are presented here. The first one is based on a scaled version of 

the nozzle presented in the previous section [14]. Stabilizing a swirling gas flame, the primary 

intention is to investigate the interaction between the turbulent flame and effusion cooling sim-

ilar to configurations in modern aero engines [15]. 

Figure 2.7 shows a cross and longitudinal section view of the single sector combustor (SSC). 

The flame tube has a rectangular cross-section with a volume of 100x100x180 mm3. Premixed 

oxidizer and fuel is supplied through a movable block swirler (scaled version of that shown in 

Fig. 2.2) to the main stage, realized as an annulus with a surface area of ~ 615 mm2 in the head 

plate. Additionally, the central bluff body has a 2 mm central bore which serves as a pilot stage 

operated with pure fuel. For improved numerical and experimental accessibility, the chemical 

complexity is reduced by using natural gas from the domestic pipeline compared to liquid fuels. 

The flame tube is optically accessible from three sides over the entire length. As a bottom seg-

ment, a modular cooling geometry can be mounted which is fed by a hot air wind tunnel, en-

suring a homogeneous flow pattern upstream of the cooled liner. Cooling air is conditioned 

independently from the oxidizer mass flow for high versatility and reproducibility. Figure 2.8 

shows the effusion cooling geometry used in this study. Pressure and temperature of the effu-

sion cooling air are measured ~ 4mm below the cooling plate in the mid plane. All mass flows 

entering the flame tube are controlled using thermal mass flow controllers and no additional 

window cooling air is used on the inside, i.e. the boundary conditions are well-known.  

(a) (b) (c) 

(d) (e) (f) 
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Flame-cooling-air-interaction is investigated using parametric variations of effusion cooling 

mass flow, geometrical swirl number and staging ratio, defined as the ratio of pilot fuel mass 

flow to total fuel mass flow. The entire set of relevant boundary conditions is listed in Table 

2.4.  

 

Figure 2.7  

Cross-sectional views of the optically accessible single-nozzle combustor. 

 

 

Figure 2.8  

Effusion cooling geometry used in this study. Geometrical properties are listed in Table 2.4. 

 

Table 2.4 

Geometrical characteristics of the effusion cooling device (left) and boundary conditions (right) 

 

 

The second example of a generic type nozzle presented here is based on a design by TUR-

BOMECA [16, 1]. It consists of a round gaseous fuel jet that is surrounded by a single swirled, 

heated combustion air flow. The swirl is generated through tangential vanes as can be seen from 

the schematic as well as the 3D-view of the nozzle in figure 2.9. 
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Figure 2.9 

Schematic (distorted) and 3D-view of the single swirler nozzle 

 

The operating point was characterized by the combustor pressure p, the preheated inlet temper-

ature T, the air mass flow rate m  and the equivalence ratio  (see table 2.5). The air flow rate 

at the given parameter set corresponded to a p/p = 3% pressure drop across the nozzle, typical 

for gas turbine applications. 

 

Table 2.5 

Operating points for confined pressurized flames, equivalence ratio was constantly 0.8. 

Pressure 2bar 4bar 6bar 

Combustion air temperature 623K 623K 623K 

Fuel temperature 373K 373K 373K 

Combustion air mass flow 30g/s 60g/s 90g/s 

ReAir 46000 92000 138000 

ReFuel 33000 67000 100000 

 

For the reacting case natural gas was used as fuel. Since the flow field of the reacting as well 

as the non-reacting case is of fundamental importance, the natural gas was substituted by an 

appropriate mixture of helium and air in order to get the same density and hence keep up the 

Reynolds similarity for both cases. 

The nozzle was operated in a modular high pressure combustion rig capable of providing gas 

turbine combustor inlet conditions corresponding to pressures up to p = 10bar and temperatures 

up to T = 773K with an max. primary air flow of m = 150g/s. Air from a compressor (Atlas 

Copco) was split into combustion air and cooling air by electronically controlled valves with a 

mass flow ratio of mcombustion/mcooling = 1/3. The combustion air was electrically heated, while 

the cooling air remained unheated. The combustor pressure can be continuously set by an elec-

tronically controlled back pressure valve in the exhaust duct. The compressed natural gas was 

supplied by a piston compressor (Bauer). Its mass flow as well as the mixture composition of 

the fuel substitute was set and regulated by mass flow controllers. The basic design concept, as 

shown in figure 2.10, consisted of a double walled, air cooled flame tube encased by a pressure 

vessel. Thus, no film cooling inside the flame tube was necessary that may disturb the flow 

field or chemical reactions. Downstream the optical accessible flame tube the cooling air is 

mixed into the exhaust. Between the combustion chamber and the back pressure valve is a 
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cooling section of approx. 3m in length. Water injection helps dropping the temperature below 

673 K, which is a requirement for the operation of the back pressure valve. Being mainly de-

signed for the application of laser based measurement techniques, the combustor was equipped 

with large optical access from three sides as shown in figure 2.10. The flame tube cross sectional 

area was circular with three planar window segments. It’s inner diameter was 120 mm with an 

optical accessible length of 100mm. The height of the inward windows was 60mm.  

  

Figure 2.10  

Longitudinal (left) and cross section (right) of combustion chamber with coordinate system 

orientation 

 

The immobile pressure chamber is surrounded by a step motor driven 3D-traversing system 

(minimum traversing distance x = 0.1 mm). The coordinate system that formed the basis of 

the conducted experiments and that will be used for the results’ presentation can be taken from 

figure 2.10. Due to the deviation of the cross sectional area from the axis-symmetry velocity 

measurements were carried out along both radial axes.  

Due to space restrictions no experimental studies of enclosed pressurized flames are discussed 

in this note. The interested reader is referred to [16, 1, 17]. 

 

2.4 Optically accessible engine 

The single-cylinder direct-injection spark-ignition (DISI) optical engine presented here exem-

plary (figure 2.11) is equipped with a four-valve pent roof cylinder head. Operating parameters 

and engine details are shown in Table 2.6.  

 

Table 2.6 

Single cylinder engine specifications  
 

Bore 86 mm Intake pressure  50-300 kPa 

Stroke 86 mm Intake air temperature  295-340 K 

Compression ratio 8.5 Intake valve closing  125° bTDC 

Displacement volume  499 cm³ Max. valve lift 9.5 mm 

Engine speed  ≤3,000 rpm Flow motion  Typically tumble 
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A quartz-glass cylinder with an optical height of 55 mm (glass thickness: 20 mm) in combina-

tion with a Bowditch extended piston with flat quartz-glass piston top enables optical access to 

the combustion chamber. The flat piston deviates substantially from a real-world geometry and 

does have a significant impact upon the cylinder flows. However, a flat piston window provides 

significant advantages in terms of optical imaging. The spark plug can be removed and replaced 

with a threaded plug for undisturbed flow field investigations. Silicone oil droplets or solid 

seeding can be seeded into the intake air. 

For motored engine conditions the engine is operated by an asynchrony motor. This motor acts 

as break in case the engine is fired. Dependent on the type of investigations fuel may be a 

surrogate such as a blend of iso-octane and n-heptane or conventional gasoline. For more in-

formation see [18–21, 21–23]. 

 

Figure 2.11 

Schematic of an optically transparent single cylinder research engine. Optical access is enabled 

through a quartz cylinder liner and/ or a piston window. 

 

2.5 The role of flame sequences 

In terms of a better understanding of turbulent combustion and in terms of providing experi-

mental data for validation of numerical simulations it is crucial to vary parametrically Re-num-

ber, swirl intensity, pressure, equivalence ratio, and fuel composition. Parametric variations 

provide insight into mutual dependencies of boundary conditions and the turbulent flame. Of 

course not all of these variations are feasible using a single test rig. Therefore different generic 

flames, as exemplified above, need to be investigated using various diagnostic methods. This 

makes such fundamental experiments studying turbulent combustion so cumbersome and ex-

pensive. This fact calls for international cooperation of academia and industry. The Interna-

tional Workshop on Measurement and Computation of Turbulent Flames (TNF) [24] may serve 

as an excellent example of a fruitful international cooperation. As this Workshop is concentrat-

ing on turbulence – chemistry interaction in turbulent flames, a similar Workshop for engine 

combustion was established [25]. 

 

2.6 Heat transfer measurements to walls 

Most efforts of the combustion diagnostics community were focused on measurements far from 

walls. Practical combustion, however, is confined. Therefore the interaction between gas phase 
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and solid walls needs to be considered as well. This task can be split into two subtasks: (1) di-

agnostics at surfaces and (2) near-wall gas phase diagnostics. The latter task is impeded by 

surface-scattered light and the necessity of high spatial resolution due to decreasing length 

scales closer to surfaces. Surface-scattered light enforces thorough spectral separation from ra-

diation containing designated information. In filtered Rayleigh scattering [26] this task is solved 

by single-frequency excitation and detection of Doppler-broadened lines through a narrow 

(atomic or molecular) notch filter cutting away the surfaces-scattered light that is not broadened. 

Red-shifted fluorescence in LIF-approaches and spontaneous Raman scattering provides suffi-

ciently good discrimination as shown in [27–29]. Even coherent anti-Stokes Raman spectros-

copy (CARS) can be applied close to surfaces with wall-normal resolution in the order of 100 

µm [30–34]. These near-wall measurements need to be endorsed by (simultaneous) surface 

measurements of different scalars. In this contribution the focus is only on surface temperature 

measurements. 

Surface temperatures in combustion applications can be measured spectroscopically by phos-

phorescence [35, 36]. Phosphors are rare-earth or transition metal doped ceramic materials. 

Many of them show temperature-dependent characteristics. Following a UV-excitation, the 

phosphorescence decay and the intensity ratio [37] of different emission bands vary with tem-

perature for different phosphor materials. Those materials where these spectroscopic character-

istics are exploited for thermometry are termed thermographic phosphors (TGP). Recent re-

views summarize important features of thermographic phosphors [36, 38, 35].  

Compared to the line intensity method the phosphorescence decay is less disturbed by varying 

transmission of the optical access to the combustor. The temperature-sensitivity of the phosphor 

decay time is rather large. Therefore the decay time method is preferred and discussed here. 

Figure 2.12 shows the experimental setup for TGP-surface temperature measurements. The 

TGP is coated point- or linewise at the wall using a water-based binder (HPC-Binder, ZYP 

Coatings Inc.). The layer is approximately 10µm thick. Commonly a q-switched frequency tri-

pled (or quadrupled, depending on the TGP-absorption bands) Nd:YAG-laser pulse (100-

200µJ) after passing a 1mm aperture is used for electronic excitation of the TGP. Temporal 

decay of the phosphorescence is recorded by a photomultiplier tube (PMT). PMT-waveforms 

are sampled by a digital oscilloscope. Based on single-shot measurements a decay time is fitted 

using a single-exponential Levenberg-Marquardt algorithm although the decay´s nature is 

multi-exponential in most cases [39]. Fitting bi- or multi-exponential decays resulted in ambig-

uous exponential terms and was for this reason discarded. The intensity offset in the individual 

waveforms is subtracted using temporally averaged intensity distributions prior to the incidence 

of the laser pulse. Hence, the Levenberg-Marquardt algorithm fitted the initial amplitude I0 and 

the phosphorescence decay time in  0 expI I t   as detailed in.  

 

Figure 2.12 

Detection unit to measure temporal decay of UV-laser-excited phosphorescence of TGPs coated 

to solid surfaces. 
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The method needs to be calibrated against a temperature standard. For this purpose an optically 

accessible tube furnace is used. A sample coated by TGP is positioned in a region of homoge-

neous temperature distribution inside the furnace. The actual sample temperature is measured 

with a conventional thermocouple. In the present case, the phosphor material is Mg4FGeO6:Mn. 

A calibration curve for this phosphor is shown in figure 2.13. The temperature range of this 

phosphor typically spans from 30 to 900K. The highest sensitivity is obtained for temperatures 

ranging from 700 to 1000K. This range covers surface temperatures of several practical appli-

cations in combustion technology. Using different phosphors, however, the temperature range 

can be expanded to 1600K. The precision of surface temperature  

measurement by TGP is remarkable. An average standard deviation of 1.3K is achieved. 

A precondition for applications of TGP in combustion applications is the decay time´s inde-

pendency on surrounding gas composition and pressure. The phosphor material Mg4FGeO6:Mn 

fulfils this requirement, others such as Y2O3:Eu do not [40]. 

 

Figure 2.13 

Decay time (logarithmic scale) of Mg4FGeO6:Mn versus temperature (linear scale, measured 

by thermocouple) measured in the tube furnace. 

 

To demonstrate the application of TGP figure 2.14 shows the photo of a generic setup. Exhaust 

gases from a laminar premixed methane/air flame impinge on a copper plate 50 mm in diameter.  

 

Figure 2.14 

Photograph of the flame impinging on a wall coated pointwise with TGP. The bright spot is 

UV-laser-excited phosphorescence.  
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Wall temperatures are measured successively at different radial positions. The example shown 

in figure 2.15 presents the temperature measurements along the vertically orientated symmetry 

axis. Along with the wall temperature measurement, gas phase temperatures were measured by 

ro-vibronic N2-CARS (compare chapter 4) taking advantage of the facility at Delft University 

[41]. These diagnostics at the surface and within the near wall region demonstrate that a simul-

taneous application allows the estimation of wall-normal temperature gradients. Additional 

measurements of the temperature at the other side of the wall enable the estimation of heat 

transfer in combustors.  
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Figure 2.15 

Wall temperature and wall-normal gas phase temperature. The wall temperature was measured 

by TGP, gas phase temperatures were measured by ro-vibronic N2-CARS. 

 

This experimental technique was applied already to study gas-solid interactions in generic con-

figurations [34] and semi-technical conditions. Inside an optically accessible gas turbine com-

bustion chamber (figure 2.10, [16, 1] with operational conditions detailed in [17]) the wall-

normal temperature gradient close to an obstacle mimicking the first stator of a turbine was 

measured. Figure 2.16 shows the obstacle placed in the post-combustion zone of the pressurized 

combustor. 

 
Figure 2.16 

Sketch of the pressurized combustor and the obstacle mimicking the stator of a turbine. Wall- 

and gas temperatures were measured simultaneously by thermographic phosphors and ro-vibra-

tional CARS. 
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Figure 2.17 shows some results of these illustrative measurements (for more information refer 

to [42]). Each data point in the gas phase is an average of typically more than 1000 single-shot 

CARS temperature measurements. The overall trend of decreasing temperature with increasing 

distance from the nozzle was due to air entrainment that is not detailed here. Obviously the wall 

temperature matches very well the extrapolation of the gas temperatures. 

 

 
Figure 2.17 

Mean wall-normal temperature profiles obtained from simultaneous wall- and gas-temperature 

measurements. The figure at the right-hand side is a magnification of the overall view presented 

at the left-hand side.  

 

The obstacle was cooled internally by air. The temperature measurement at x = 5 mm was 

measured inside this cooling channel using a conventional thermocouple. The temperature dis-

tribution from the surface at x = 0 mm (measured by thermographic phosphor thermometry) 

and x = 5 mm is interpolated (thermal conduction in solids). 

Thermographic phosphor thermometry can be extended to two-dimensional wall-temperature 

measurements [43–46]. These approaches can be supplemented by the use of the decay-time 

method employing a CMOS-camera operating at high repetition rates. This needs careful cali-

bration of the CMOS-camera because these devices lack from pixel-dependent non-linearity 

and varying sensitivities [47]. By taking these imperfections into account properly, precisions 

very similar to point-wise measurements using a PMT can be achieved. Figure 2.18 compares 

calibration curves for the phosphor material Mg4FGeO6:Mn [48].  
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Figure 2.18 

Calibarion curves using a PMT and CMOS-camera for the TGP Mg4FGeO6:Mn measured in 

an optically accessible oven. 

 

An example of a two-dimensional phosphor thermometry using CMOS camera is an application 

of exhaust valve temperature measurements inside an optically accessible engine similar to that 

shown in figure 2.11 [45]. The phosphor used was Gd3Ga5O12:Cr [35]. Its temperature lifetime 

characteristic is shown in figure 2.19. Using this phosphor timescales at in-cylinder surface 

temperatures typically for engines can be resolved by high-speed CMOS cameras. 

 
Figure 2.19 

Temperature lifetime characteristics of Gd3Ga5O12:Cr. Each dot corresponds to the average of 

12,800 individually evaluated single-pixel and single-shot decays measured by a state of the art 

CMOS camera. A polynomial fit just guide the eyes. 

 

The bottom view of the pent-roof cylinder head in figure 2.20 shows the exhaust valve that was 

coated by thermographic phosphor. Laser excitation and detection of luminescence were ac-

complished through the flat window in the piston. 
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Figure 2.20 

Bottom view of the pent-roof cylinder head showing the coated exhaust valve and the field of 

view (rectangle) of the CMOS camera that was used to measure the temperature-dependent 

decay pixel-wise. The frame rate of the camera was 360 kHz. 

 

The engine was operated at 2,000 rpm with an indicated mean effective pressure of 2 bar. Fol-

lowing data post-processing figure 2.21 summarizes the phase averaged temperature evolution 

within the engine cycle. For more details see [45]. 

 
Figure 2.21 

Crank angle resolved temperature and pressure evolution for fired engine conditions. Blue and 

red curves are spatial averages of the outer edge and inner part of the exhaust valve, respec-

tively. The indicated in-cylinder mean pressure is shown as black line. Valve opening (O) and 

closings (C) are indicated for inlet (I) and exhaust (E) valves. 
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3. Flow field measurements 

3.1 Optical techniques for velocity measurements 

Flow field measurements in turbulent combustion benefit from developments in fluid mechan-

ics. The most popular techniques used are laser Doppler (LDV, section 3.1.2) and particle im-

aging velocimetry (PIV, section 3.1.3). In both cases Mie scattering off chemically inert parti-

cles seeded to the flow is monitored. The melting point of the seeding material must be well 

above the adiabatic flame temperature to access post-flame regions. On the one hand the particle 

size needs to be sufficiently small to minimize slip relative to the continuous phase. On the 

other hand the particle response time should allow tracking velocity fluctuations of several kHz 

with slip of less than 1%. In practice, an upper limit of mean seed particle diameter is at the 

order of 1-2µm. However, Mie scattering intensity decreases in a non-linear manner with de-

creasing particle sizes. With common instruments the signal-to-noise might be too low for par-

ticles smaller than 0.5µm. More details are presented in the following sub-chapters. 

 

3.1.1 Seeding gaseous flow with particles 

Velocities in gaseous flames can be measured by laser Doppler velocimetry (LDV), particle 

imaging velocimetry (PIV) or particle tracking velocimetry (PTV, briefly discussed in section 

5.2). LDV and PIV are discussed subsequently. For a more comprehensive presentation  

readers are referred to text books and recent reviews [49–51]. 

All of these measuring techniques rely on Mie scattering off phase interfaces between gas and 

particles. Accordingly the turbulent flow must be seeded by appropriate particles. Velocity 

measurements are conducted in hot and cold parts of the combustion process. Therefore the 

seeding particles must exist at elevated temperatures up to 2500K or higher. Metal oxides with 

high melting points are for this reason the best choice. Materials proven to work properly are 

TiO2, MgO or ZrSiO4. Table 3.1 summarizes important properties of these materials. 

 

Table 3.1 

Properties of seed materials commonly used in flow field measurements of turbulent flames. 

Material Short notation Density [kg/m3] Melting point [K] 

Magnesium oxide MgO 3500 2800 

Zirconium silicate ZrSiO4 3900 - 4700 2420 

Titanium dioxide TiO2 4000 1780 

 

To track the turbulent gas motion correctly, the seed particles must follow the turbulent fluctu-

ations properly. The slip between gas phase and seed particles should therefore be very small. 

The slip s between both phases is expressed by 

(1) 
f p

f

u u
s

u


  , 

with the subscripts f and p denoting gas (fluid) and particle velocities, respectively. Ideally, the 

slip should be less than 1%. Using a particle response time  
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with µf being the kinematic viscosity, the cut-off frequency fc where the slip exceeds 1% can be 

expressed by  
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For MgO-seed particles in air figure 3.1 shows the temperature dependency of the cut-off fre-

quency for three different seed particle diameters. The smaller the particle and the higher the 

temperature the higher is the cut-off frequency and fluctuations can be better tracked. However, 

as the Mie scattering intensity decreases in a non-linear manner with decreasing particle diam-

eter, particles too small will result in poor signal-to-noise. 
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Figure 3.1 

Cut-off frequency of MgO-particles at different size as function of temperature. 

 

Particles are seeded into the flow upstream the nozzle. To adjust particle volume fraction, par-

ticles are often seeded into a bypass. Different seeders are reported in literature, see for example 

[52].  

It is important to note that all streams must be seeded with approximately the same volume 

fraction. Otherwise the statistics especially in shear layers between neighboring streams will be 

biased. 

 

3.1.2 Laser Doppler velocimetry 

Laser Doppler velocimetry (LDV) measures instantaneous velocities at single probe volumes. 

In a common LDV-setup two beams from a continuous wave argon ion laser are crossed form-

ing an interference pattern. By such an interference pattern a single velocity component is ob-

served. Figure 3.2 shows constructive interference stripes as black horizontal lines. Obviously 

the probe volume extension is finite. The spatial resolution is determined by the probe volume 
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size. Typical values are a probe volume diameter (dx = dy) of 100µm whereas the extension dz 

is approximately 1mm.  

The LDV-probe volume is passed by seeding particles. In an ostensive view Mie scattering 

occurs at the constructive interference stripes. This results into a temporal sequence of Mie 

scattering signals, termed Doppler burst. These Doppler bursts are monitored by a photomulti-

plier tube.  

The distance between consecutive constructive interference stripes dfringes is calculated by  

(4) 
2sin

laser
fringesd




  . 

Herein 2  denotes the beam crossing angle. A seed particle passing the interference pattern is 

given by  

(5) 
fringes

u
f

d


  , 

with u being the velocity component perpendicular to the stripes. As dfringes is known from 

the experimental arrangement and f is deduced from the Doppler burst, u  is known. 

 
Figure 3.2 

Schematic of the LDV-probe volume generated by two crossing argon ion laser beams. By this 

arrangement one velocity component parallel to the pattern-normal direction is observed. 

 

So far only the absolute value of the considered velocity component is determined. To distin-

guish particles crossing the pattern from the top or the bottom, the stripes of interference pattern 

in practice are moving. This is achieved by a so-called Bragg-cell shifting the frequency of one 

of the laser beams by typically 40MHz. Figure 3.3 highlights the effect of moving interference 

stripes. 
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Figure 3.3 

The abscissae (v) denotes positive and negative particle velocities, f is the Doppler frequency. 

Top: Stationary interference pattern: Direction of particle trajectories is not distinguishable. 

Bottom: Moving interference stripes: Particle (A) creates a Doppler burst with higher f than 

particle (B) running in the same direction as the moving stripes. Thereby directions of particles 

with identical absolute velocity values are distinguished. 

 

If more than one velocity component is measured, interference patterns at different orientations 

are created. To distinguish Doppler bursts from the individual components, different wave-

lengths (colours of laser radiation) are used. For this reason the argon ion laser is an ideal 

choice: it emits at multiple laser transitions. The strongest occur at wavelengths of 514.5, 488 

and 476.5nm. In front of each photomultiplier tube an interference filter blocks all wavelengths 

except one.  

LDV-setups are commercially available. At present all systems are fibre-coupled. In most cases 

the Doppler bursts are monitored in backscatter mode due to experimental simplicity. In some 

cases sending and receiving optics are decoupled. This allows measuring the Doppler bursts in 

forward scattering mode at a user-defined angle. This increases the Mie scattering signal inten-

sity. Forward scattering can be used additionally to cut down the probe volume length dz to 

approximately 200µm.   

 

3.1.3 Particle imaging velocimetry 

In particle imaging velocimetry (PIV) particles in a fluid flow are illuminated by a sheet of light 

that is pulsed. The particles scatter light into a lens located at 90° to the sheet, so that its in-

focus object plane coincides with the illuminated slice of fluid. Images of the particles are 

formed on a CCD (charge-coupled device)-array detector (figure 3.4). Images are subsequently 

transferred to a computer for data post-processing. At least two images are recorded at short 

temporal delays t. The displacement of the particles from one exposure to the next, x(r,t), 

can then be used to determine the instantaneous velocity components in the field of view by  
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(6)  
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Figure 3.4 

Optical system of a planar-image velocimeter. 

 

The analysis of the recorded images is one of the most important steps as it determines accuracy 

and spatial resolution of the process. The displacement between particle positions in an image 

pair is derived from the cross-correlation function 

(7)      , , ,
K L

II

i K j L

R x y I i j I i x j y

 

     . 

The variables I and I´ are intensity values extracted form the image-pair. The values (i,j) deter-

mine the size of the so-called interrogation box (in most cases i = j). Its size defines the spatial 

resolution of the process. The template I is shifted around in the larger template I´ without 

extending over edges of I´. For each choice of shift (x,y) the sum of all pixel intensity products 

generates one cross-correlation value RII´(x,y). This procedure is applied for various choices of 

(x,y) with ,K x K L y L      . This forms a correlation plane of size    2 1 2 1K L   . 

For shift values where the particle images align best with each other, the cross-correlation value 

is at maximum. This shift is taken as x in equation (6). Thereby the cross-correlation function 

statistically measures the degree of match between the two samples. 

In practice the cross-correlation function is calculated in the frequency domain. The operation 

is reduced then to a multiplication of the Fourier transformed particle images. For more infor-

mation the reader is referred to chapter 5.4 in [50]. 

Efficient noise reduction is critical in PIV since initial errors in recursive correlations propagate 

down to the smallest scale, resulting in spurious vectors. Similar to [53] for non-reacting flows, 

correlations for each interrogation area recorded in turbulent flames can be calculated for four 

additional interrogation areas that are shifted by (i0.25) pixels with respect to the original 

interrogation area in positive and negative axial and radial directions. An element-wise multi-

plication of the resulting five correlation tables suppresses noise because it is statistically un-

correlated and correlations that arise at the same location in each of the five interrogation areas 

are augmented. This reduces the occurrence of spurious vectors and enables relatively high 
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spatial resolution. As a last step, remaining spurious vectors inconsistent with their local neigh-

borhood are replaced by interpolation. This procedure of correlation-error correction does not 

decrease the spatial resolution. 

 

3.1.4 3D and volumetric PIV 

Imaging of a 3D velocity field can be accomplished using the following imaging techniques: 

3D particle tracking velocimetry (PTV) which demands low seeding densities resulting in 

sparse vector fields [54], 3D light sheet scanning PIV [55, 56] with limitations due to laser 

repetition and camera recording rates, holographic PIV [57] which is limited to single record-

ings and includes chemical processing of the photographic holographic plates, and Tomo-

graphic PIV (TPIV) [58, 18], limited by spatial dynamic range.  

TPIV is a method based on a tomographic reconstruction of the 3D particle distribution and 

was introduced by [59]. It captures instantaneously the 3D flow field, giving access to the com-

plete stress tensor and vorticity vector. TPIV requires high laser pulse energies to illuminate a 

measurement volume and allow the imaging systems to operate with a relatively large depth-

of-focus (i.e. small lens apertures) for imaging particles within the illuminated volume [59]. 

TPIV has been applied to unconfined subsonic [59], supersonic air flows [60], and confined 

water flows [61]. Only recently it has been applied within engines [18]. Limitation in optical 

access, physical space surrounding the engine, thick curved glass cylinder causing optical ab-

erration effects, and engine vibration have been the leading challenges of the application of 

TPIV in internal combustion (IC) engines.  

As an alternative multi-plane PIV might be considered as a reasonable choice for quasi-3D 

measurements [56]. This technique allows for flow field measurements in planes separated by 

large distances that cannot easily bridged by TPIV.  

 

3.1.5 LDV versus PIV 

For PIV at least 10 particles are recommended to be contained in each interrogation window. If 

a certain spatial PIV-resolution is aimed for, the seeding concentration must be adapted accord-

ingly. Below a certain threshold PIV-results will not be reliable. This is different to LDV where 

arbitrary low seeding densities can be used on the price of extended measurement periods. This 

difference of seeding concentrations in LDV and PIV can be important if a flame, prone to 

seeding density variation, is investigated. An example for such a situation is a flame burning 

very close to its extinction limit (for example turbulent opposed jet flame, see figure 2.1). Slight 

changes in its thermo-kinetic state caused by alteration of the radiative heat transfer through 

seeding particles can shift the extinction limits remarkably. Instead of using PIV, particle track-

ing velocimetry might be an alternative that operates with lower seeding densities as well [62].  

Another issue in PIV is the use of image post-processing to evaluate measuring data, which is 

accompanied by long CPU-times. Statistics are for this reason mostly limited to a few thousand 

single PIV-shots. In contrast, LDV-time-series measurements comprise up to 106 data points at 

single probe volumes [8]. Furthermore, the common experience is that different PIV-algorithms 

result into different flow fields. Therefore a PIV-algorithm should be validated against other 

techniques such as LDV. Ideally, this is done in the flame under investigation.  

For fixed spatial resolution the dynamic range of velocities in PIV is determined by the time 

lag between both exposures. The time lag can be chosen most flexible when two separate 



 

 

 

29 

Nd:YAG-lasers are used whose beams are combined to exit from a single port. The minimum 

time lag is then limited only by the interline transfer time of the CCD-camera (order of 1µs). 

The advantage of PIV against LDV is that planar instantaneous velocity distributions are meas-

ured. Spatial gradients of the velocity components can be calculated in different directions. This 

gives access to elements of the rate-of-strain and rate-of-vorticity tensor, information that is in 

practice not accessible by LDV. PIV can therefore be regarded as a complementary technique 

to LDV. 

By holographic PIV, stereo PIV or tomographic PIV [59] even the third velocity component 

and a three-dimensional probe volume can be monitored. By using latest solid-state laser and 

CMOS-camera technology the repetition rate can be boosted to several 10 kHz. PIV is ideally 

suited to be combined with planar laser-induced fluorescence (PLIF) to give insights into flame-

turbulence interactions [63]. Combining LDV with PLIF as demonstrated in [64] is much more 

laborious. These combinative diagnostics are discussed in some more detail in chapter 5. 

 

3.2 Measurands to be determined 

Flow field measurements include at least mean and rms-values of three velocity components. 

In case of rotationally symmetry two components might be sufficient. In case of LDV high 

velocities cause higher probability for “fast moving particles”. This can cause a bias in the 

calculation of the statistical moments. To account for this fact, transit-time ti (time needed for 

a particle to cross the LDV-probe volume) is used for correction [65]. Accordingly the equation 

to calculate mean velocity components from LDV-measurements reads: 

(8) u  = 1

1




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
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i i

i

N

i

i

u t

t

 

The rms-value is calculated by 

(9) u = 
2'iu , 2'iu  = 
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Reynolds-stress components are accessible by two-component measurements. In case of LDV 

including transit-time weighting these cross-correlations are calculated by 

(10) ' 'u v  = 1

1

' '
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 . 

In addition to the statistical moments, one- and two-point measurements at highest sampling 

rates monitoring the instantaneous axial velocity component can be performed to receive time-

series consisting of typically 106 samples. In case of two-point measurements one LDV-meas-

urement location is spatially fixed while the location of the second is varied stepwise in ±axial 
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and ±radial direction. The displacements in axial and radial directions result in longitudinal and 

in lateral correlations, respectively.  

Cross- (evaluation of two-point-LDV) and auto-correlation  functions (evaluation of one-point 

LDV) are deduced from these time-series using the fuzzy slotting technique, local normaliza-

tion and transit time weighting [8]. This approach is based on the computation of discrete esti-

mated values R11(k=k) of the general auto-covariance function 

     ttxxutxutxtxR jiij  ,,,,,  [66] through summing the time difference products, 

which are accumulating in N equidistant time slots of width  (notice that Rij denotes non-

normalised covariances while ij (eq. 11) represents its normalised values (correlations), k de-

notes the number of each slot). Averaging over all products contained in a certain time slot and 

normalizing this mean value with its self-products (compare eq. 11), represents the discrete 

value of the normalised correlation function ij associated with the regarded time slot k. For 

the application of the algorithm the arrival time of a seeding particle within the measurement 

volume is used as a time marker for each single event. Additionally, the transit time of each 

detected sample is used as a weighting factor wi for each recorded sample to account for bias 

[65].  

Equation (11) summarizes the procedure of calculating temporal correlations: 
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tbk  .       

Notice, that here only the axial velocity component is considered ( 1uuu ji  ). Successive 

LDV measurements at high repetition rate are conducted at the same location (x, one-point 

LDV) or at two spatially separated locations (x; x±x, two-point LDV). Using the specific 

weighting function bk defined in equation (13), smoothing of 11 is accomplished because a 

single event contributes to two adjacent slots. Events closer to a slot centre possessed a higher 

weight for the respective slot than those located at the slot´s edge.  

The choice of an optimal slot width  depends on the investigated turbulence structure. Inde-

pendency of 11 on  is desirable resulting in  11 0 1   j it t . In practice this cannot be 

achieved due to spatial and temporal averaging by finite measurement volumes and transit 

times, noise and processor sampling rate limited to typically ~150kHz according to minimum 

time intervals between two samples of ~7µs. Averaging effects gain on importance if  

measurement volumes are on the same order as turbulent structures to be resolved. In an  

illustrative view, subsequent events tj, ti with   5.0
  ij tt are counted to the same slot 

k although they already belong to different turbulent eddies (   5.0
  denotes the Kolmogorov 
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time scale using viscosity  and dissipation rate ). With this in mind, it is obvious that even 

for a slot width  optimised for the specific turbulent flow field  11 0 1   j it t  can not be 

achieved in practice. To account for this and to reject noise in addition (for details on noise 

treatment see [8]) a second normalisation using 11(0) is carried out resulting in:  

(14) 
  

 
 011

112
11






k
k            

Normalized temporal auto-correlations   k 2
11  are fitted by polynomials and integrated sub-

sequently. In case of one spatially fixed measurement volume (one-point LDV) this integration 

represented an estimation of the local turbulent time scales T11. In case of two-point LDV, 

where the spatial separation between the two measurement locations x is varied, the respective 

values of 11(x) at = 0 are used for a polynomial fit in spatial dimension resulting in spatial 

cross-correlations. Integration of this polynomial represents local turbulent length scales L11. 

As mentioned above, positive and negative displacements in axial and radial directions corre-

sponding to four different spatial correlations 11,±x and 11,±r are measured resulting in four 

different length scales: longitudinal length scales L11,+x, L11,-x and transversal length scales L11,+r, 

L11,-r.  

Using the temporal auto-covariance  kxR ,11  only, the E11-component of the power spectral 

density (PSD) can be deduced by Fourier Transformation.  Figure 3.5 exemplifies a PSD ob-

tained by the procedure outlined above in non-reacting turbulent jets. 

 

Figure 3.5 

Measured (symbols) and calculated (lines) PSD in an isothermal turbulent jet emanating from 

a round orifice 8mm in diameter. The calculated spectra are based on equation 6.246 in [67]. 

 

Additional information on elements of the rate-of-strain or rate-of-vorticity tensor can be raised 

from two-component PIV measurements as instantaneous velocity gradients are accessible. It 

must be considered, however, that limited spatial resolution might wash out these gradients. 

The out-of-plane vorticity component is deduced by 

(15) 1 2 w vr z       , 

with w being the velocity component in z-direction, and v in r-direction. The 2D-dilatation can 

be calculated accordingly by 
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(16)    
2

w v
D

V z r      . 

Vorticity and dilatation can be computed accordingly for other directions in case volumetric 

flow measurements are available. 

 

3.3 Example of flow field measurements: LDV in premixed swirl flames 

This section highlights the application of 1- and 2-point LDV in the swirling premixed uncon-

fined flame detailed in section 2.2 [8]. Application of PIV will be presented in section 5 in 

measurements simultaneously with planar laser-induced fluorescence.  

 

3.3.1 Flow properties at the nozzle exit – combusting conditions 

To allow for axial velocity measurements close to the nozzle exit the LDV sending/receiving 

optics were inclined by 6°. The resulting bias was ~0.5% off the absolute value and could be 

therefore neglected.  

 
Figure 3.6 

Comparison of radial profiles of first and second statistical moments of all velocity components 

and two Reynolds-stresses at x = 1mm. Data are normalized on the respective maximum nozzle 

exit velocity. PSF-30: U0,max = 6.48ms-1, PSF-90: U0,max = 20.2ms-1, PSF-150:  

U0,max = 28.0ms-1. 
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Figure 3.6 shows first and second moments of all three velocity components as well as two 

Reynolds-stress components. To facilitate a direct comparison of the three Re-number cases 

(compare table 2.3), data are normalized to the respective maximum axial velocities specified 

in the figure caption. Axial and tangential velocity components are of the same order of mag-

nitude whereas the radial component catches less than 20% of the maximum axial velocity. 

Using the most common definition of the swirl number by Gupta et al. [68] and neglecting the 

pressure term, the actual swirl number at this location was 0.64 – a value reduced by 15% with 

respect to the theoretical swirl number of 0.75. Two shear layers are observed, located at r = 15 

and 30mm corresponding to the bounds of the annular slit. In the shear layers, fluctuations and 

Reynolds stresses reaches their maximum values.  

 

Figure 3.7 

Normalised spatial cross-correlations of PSF-30 and -150 measured at two different radii at  

x = 1mm. Longitudinal (L11,+x) and lateral length scales (L11,±r) deduced from integration of the 

fitted polynomials are inserted. Notice that axial (dx) and radial shifts (dr) of the moved LDV-

system are normalised by the axial height. 

 

Figure 3.7 shows spatial cross-correlations 11,+x;±r as measured by two-point-LDV at r = 20 

and 25mm (11,-x cannot be measured at this axial height). For the sake of clarity PSF-90 is not 

included to the figure. Straight and dashed lines denote results from the polynomial fit. In gen-

eral, length scales of the high Re-number case are larger. For both cases, length scales at  

r = 25mm located closer to the outer shear layer are clearly reduced by ~30%, while the ratios 

of longitudinal to transversal length scales L11,+x/L11,±r of 3.1 and 3.3, respectively, are changing 

by less than 10% between these two locations. 

In figure 3.8 temporal auto-correlations and respective E11-components deduced from the auto-

covariance are presented for the same locations. For a direct comparison, the abscissa is nor-

malised by the respective turbulent time scales. The temporal decays are clearly similar. In 
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accordance to the length scales, time scales T11 closer to the outer shear layer are remarkably 

reduced relative to their values at r = 20mm. For both Re-numbers the PSDs show a distinctive 

inertial subrange. The viscous subrange could not be resolved with the current data rate. Due to 

the higher fluctuation levels in the axial and tangential velocity component for a given Re-

number, at r = 20mm the amplitudes are higher but the characteristic frequency where the spec-

trum fades into the inertial subrange is independent of the position. Therefore enhanced turbu-

lence levels at r = 20mm can be attributed solely to large scale motions. Changing the Re-

number from ~10000 to ~42000 shifts this characteristic frequency from ~100 to ~300Hz.   

 

 

Figure 3.8 

Left: Temporal auto-correlations measured at the same locations as in figure 3.7 (denotation: 

0120 denotes x = 1mm, r = 20mm). To enable a direct comparison of the different Reynolds-

number cases, time is normalised by corresponding integral time scales specified in the insert. 

Right: PSD deduced from respective auto-covariance. For comparison results obtained from an 

isothermal jet are included. 

  

3.3.2 Flow properties downstream the nozzle – combusting conditions 

Exemplary for PSF-150, figure 3.9 presents a vector plot of the flow field including mean axial 

and radial velocities. Typical for swirling conditions the flow expands when leaving the nozzle. 

As a consequence by vortex breakdown [69] an internal recirculation zone (IRZ) is generated 

due to positive pressure gradients along the symmetry axis of the central bluff body. For the 

case PSF-150 the IRZ axially extends approximately 120mm. At x = 60mm the width increases 

to its maximum of ~45mm. The axial velocity component approximately is maintained, but the 

radial velocity component up to x = 30mm increases on the cost of tangential momentum.   
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Figure 3.9 

Vector plot for the case PSF-150 showing means of axial and radial velocity components in a 

plane cutting the symmetry axis. 

 

Figure 3.10 presents radial profiles at x = 30 and 90mm of the same quantities as shown in 

figure 3.6. The cases PSF-90 and -150 show a Reynolds-similarity whereas PSF-30 exhibits a 

reduced spreading. Fluctuation levels and the Reynolds-stress component vu   peak at radial 

locations where gradients of mean axial and tangential velocity components are at maximum.   

 
 

Figure 3.10 

Radial profiles of the same quantities as shown in figure 3.6 at an axial height of x = 30mm 

(left) and 90mm (right). 
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Figure 3.11 compares spatial cross-correlations for positions at x = 10mm, r = 25mm and  

x = 90mm, r = 30mm. For clearness, only PSF-30 and -150 are shown. As observed for the 

nozzle exit flow, for these specific locations the higher Re-number case PSF-150 is character-

ised by significantly increased length scales except of L11,±x at x = 90mm. At x = 10mm the 

asymmetries in L11,±x;±r can be attributed to the influence of combustion. By traversing the 

moveable LDV-measurement volume in positive axial or negative radial directions the flame 

zone is entered which is characterised by reduced density. Here, L11,+x and L11,-r are clearly 

enlarged.  

 

Figure 3.11 

Normalised spatial cross-correlations of PSF-30 and -150 measured at two different radii at  

x = 10 and 90mm. Longitudinal (L11,±x) and lateral length scales (L11,±r) deduced from integra-

tion of the fitted polynomials are inserted. Notice that axial (dx) and radial shifts (dr) of the 

moved LDV-system are normalised by the axial height. 

 

At x = 30mm figure 3.12 in more detail shows the influence of local flow properties on length 

scales. Taking the case PSF-150 as an example, the radial position r = 20mm is located at the 

side of the IRZ (compare figure 3.9) whereas r = 30mm is located within the annularly spread-

ing swirling jet. Within the annular jet, length scales are remarkably smaller than at its side. 

This observation is in accordance to the enhanced turbulence levels as can be seen from figure 

3.10. Especially when the IRZ exhibits relative slow negative axial velocities, as is the case for 

PSF-30, transversal length scales are enlarged significantly. This can be seen from L11,-r at r = 

20mm in figure 3.12 where the second LDV-measurement volume is traversed into the IRZ. It 

is here where L11,-r is approximately twice the value for positive radial displacement L11,+r. 
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The ratio of longitudinal to transversal length scales is dependent on the Re-number and the 

location within the turbulent flow field. As shown in table 3.2 there is a general trend of de-

creasing L11,x/L11,r ratios in downstream direction (exception is for PSF-30, x = 90mm). Com-

pared to the ratio at the nozzle exit the respective values already at x = 10mm are reduced 

remarkably. For isotropic conditions a ratio of 2.0 would be expected. The clear deviation from 

this value shows the strong anisotropic character of this flow. This implies that for numerical 

simulation of this type of flow simple turbulence models assuming local isotropy are physically 

incorrect. 

 
Figure 3.12 

Same quantities as in figure 3.11 but at axial location of x = 30mm for two different radii.  

 

Table 3.2 

Comparison of longitudinal to lateral length scales rx LL ,11,11 . 

 x = 10mm 

r = 25mm 

x = 30mm 

r = 20mm 

x = 30mm 

r = 30mm 

x = 90mm 

r = 30mm 

PSF-30 2.85 1.85 2.05 2.36 

PSF-150 2.33 2.06 1.77 1.59 

 

Temporal correlations and respective PSDs are presented in figure 3.13. As already discussed 

for figure 3.10, the case PSF-30 does not show Reynolds-similarity. This indicates that for PSF-

30 turbulence is not yet fully developed. Due to increased velocities, the higher Re-number case 

shows a factor 4 – 5 shorter time scales. For both cases, from x = 10 to 90mm the time scales 

increase by a factor of ~2.5 to 3 indicating a relaminarization due to viscous forces. Comparing 

both axial positions for different flames, distinct differences between the temporal decay of 11 

is observed within the first few time scales. This appears more clearly by different slopes ex-

ceeding 40Hz (PSF-30) and 300Hz (PSF-150), respectively, in the PSDs. At upstream locations 
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such as x = 10mm, r = 25mm the slope is approximately -5/3 indicating an inertial subrange 

similar to isothermal jets. Further downstream at x = 90mm dissipation is severely enlarged 

resulting in a much steeper decay. Therefore turbulence structure further downstream is char-

acterised by higher energy content in low frequent eddies but much reduced energy in the upper 

frequency range. From this observation one can state that turbulence structure defined by its 

energy cascade and relative energy distribution in eddies of different frequency is space de-

pendent as expected but very different from locally homogeneous isotropic turbulence. 

 

Figure 3.13 

Left: Temporal auto-correlations measured at the same locations as in figure 3.11. Time is nor-

malised by corresponding integral time scales specified in the insert. Right: PSD deduced from 

respective auto-covariance.  

 

3.3.3 Isothermal case 

To serve a data base for validation of numerical modelling it proved to be of crucial importance 

to start with a non-combusting case in order to check whether the chosen turbulence model 

predicts important features of the flow field correctly. In addition to the flow field in the present 

case mixing with ambient air is of interest as well and therefore subject of an ongoing project 

[70]. As for the reacting case, results of the isothermal case are divided into nozzle exit flow 

measured at x = 1mm and radial profiles at downstream positions spanning from x = 10 to 

120mm. Just a selection of data is shown. 

 

Flow properties at the nozzle exit – isothermal conditions 

First and second statistical moments at the nozzle exit plane at x = 1mm show very similar 

profiles as the respective combusting cases and are therefore not shown. Only in the range 

spanning from r = 0 to 15mm second moments of all three velocity components exhibit a sig-

nificant increase. This region corresponds to the IRZ which in contrast to the combusting cases 

shows a coherent precession as revealed in figure 3.14. After an initial decay temporal correla-

tions show strong oscillations. The initial decay is attributed to turbulence, while the oscillations 

indicate a precession vortex core (PVC) around the symmetry axis. On the one hand, dependent 

on the measurement location, correlation amplitudes of the oscillations vary from 0 to 0.5. 

Therefore, the coherent structure at some locations contributes significantly to overall fluctua-

tion levels. For example, at x = 1mm, r = 20mm approximately 28% of the fluctuations are due 

to the PVC. Amplitudes correlate well with the level of axial velocity fluctuations (not shown). 

Characteristic frequencies on the other hand are independent on the location but strongly de-

pendent on the Re-number. As obvious from the corresponding PSDs characteristic frequencies 
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peak at 38 and 195Hz for PSF-30 and -150, respectively. Using the Strouhal-number 

UfLSt   as dimensionless parameter, similarity of the different cases can be evaluated. 

With f as the lowest frequency peak in the PSD, L the hydraulic diameter of the nozzle and U 

the mean axial exit velocity, independent of the Re-number a value of 25.0St  is observed. 

Therefore the precession frequency linearly scales with the flow rate indicating that from this 

view the asymptotic limit already is reached by the present configurations.  

 

Figure 3.14 

Left: Temporal auto-correlations for isothermal conditions. The amplitude of the coherent mo-

tion is strongly dependent on the measurement location. Right: Corresponding PSD. Character-

istic frequencies are independent on measurement location. 

 

Flow properties downstream the nozzle – isothermal conditions 

In figure 3.15 at x = 30mm radial profiles of statistical moments and Reynolds-stresses are 

compared to the combusting case PSF-150. Spreading of the flow is reduced in the isothermal 

case as can be seen from mean axial velocity profiles. Inner and outer shear layers characterised 

by high fluctuation levels are consequently shifted to smaller radii as well. The redistribution 

from tangential into radial momentum is retarded. For radial positions up to ~35mm particularly 

second moments are enlarged. This observation can be explained similar to the nozzle exit flow 

by precession of the IRZ. 

The region between the inner shear layers is characterised by positive gradients of the circula-

tion  2rw
r





  . According to the Rayleigh-criterion this indicates stable flow conditions 

and can be viewed as a solid body rotation. In the vicinity of the outer shear layer  is negative. 

This corresponds to unstable flow conditions because for increasing radii the tangential mo-

mentum decreases. This instable region may bear up coherent structures. However, this type of 

analysis is limited to isothermal flows as long as no simultaneous velocity-density measure-

ments are performed. 
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Figure 3.15 

Isothermal conditions: Comparison of radial profiles of first and second statistical moments of 

all velocity components and two Reynolds-stresses at x = 30mm. Data are normalized on the 

respective maximum nozzle exit velocity. PSF-30: U0,max = 6.48ms-1, PSF-150:  

U0,max = 28.0ms-1. 

 

To highlight the character of the PVC more clearly figure 3.16 shows temporal correlations 

measured by using both 1D-LDV-systems simultaneously. Stars denote the temporal auto-cor-

relation at a spatially fixed position (x = 30mm, r = 20mm) where the amplitudes of the oscil-

lation and the axial velocity fluctuations are at their peak values. Triangles represent temporal 

correlations at different radial locations measured by the second LDV-system, ranging from r 

= 20mm to -20mm. At identical measurement locations auto-correlations of both channels co-

incide (figure 3.16(a)) as expected. A negative radial shift of the second LDV-measurement 

location results in a decreasing amplitude of the oscillation as obvious from figures 3.16(b) to 

(d). Due to rotational symmetry of the setup, at r = -20mm the oscillations amplitude is fully 

recovered (figure 3.16(e)). For cross-correlations (open circles) two observations can be made: 

Firstly, a phase shift appears increasing with displacement of the LDV-measurement locations. 

At r = -20mm a phase shift of  is reached indicating an almost perfect axial symmetry of the 

PVC. Secondly, the cross-correlations amplitudes decrease until  

r = 20mm is reached, but increase again for increasing spatial separation of the two LDV-

measurement locations and fully recover for r = 40mm. The amplitude variation can be  
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easily explained by the space dependent auto-correlation amplitude of the moved LDV-meas-

urement location. More difficult is a sound interpretation of the phase shift. On average the 

phase shift implies a bended geometry of the PVC because for increasing radii parts of the PVC 

lag behind. This hypothesis is sustained by negative circulation observed in the outer shear 

layer. However, because a phase shift allows not to deduce a direction unambiguously, the PVC 

at larger radii could - from observations presented in figure 3.16 - hurry ahead as well. A visu-

alization of transient eddies by particle imaging velocimetry promises here a clarification. 

Figure 3.16 

Temporal auto-correlations measured by two independent LDV-systems at an axial height of x 

= 30mm. The first measurement volume was fixed to radial positions (denoted here by y) of 

20mm (a), the second was shifted radially to 10mm (b); 5mm (c); 0mm (d); -20mm (e). Tem-

poral dependency of the cross-correlation (open circles) shows variation of amplitude and phase 

shifts in the oscillations dependent on the spatial separation of the measurement loci.  

 

Due to the almost perfect symmetry obvious from figure 3.16(e) and slow decay of auto-corre-

lation amplitudes at large time intervals, it appears that velocities within the PVC sustain for 

hundreds of milliseconds. This is worth mentioning as overall fluctuation levels reach up to 

40% especially in the shear layers where amplitudes of the coherent motion are at maximum.  

To investigate the influence of tangential momentum on the PVC the theoretical swirl number 

was varied. Figure 3.17 shows temporal auto-covariances for S0,th = 0.75; 1.4; 2.0 at x = 10mm 

and r = 25mm. For S0,th = 0 no oscillations appeared as expected. With increasing swirl, ampli-

tudes and characteristic frequencies both increase. As obvious from the corresponding PSDs 

higher swirl cases are characterised by more distinct overtones. 
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Figure 3.17 

Temporal auto-covariance for varying theoretical swirl numbers at x = 10mm, r = 25mm. 

 

Summarizing, the most distinct differences between isothermal and combusting cases are dy-

namical properties such as the PVC. It is speculated that the PVC in the combusting case was 

not observed because of a reduced effective swirl number. A reduction of the swirl number is 

simply achieved by decreased density in the burnt gases. From this perspective as well, com-

bined simultaneous velocity/density measurements similar to [71] are required in future. 

In section 6 the application of high-speed diagnostics is discussed to closer investigate flash 

back using the adapted nozzle geometry shown in figure 2.2(b). 

 

3.4 Tomographic PIV in a motored IC engine 

The ability to measure flow velocity with its corresponding 3-dimensional (3D) properties and 

flow structures within spark-ignited (SI) engines is of particular interest to better understand 

the physical processes that underline engine performance. Within SI engines, the flow field is 

inherently 3D and is responsible for fuel-air mixing as well as the transport and development 

of the flame front. For  spray-guided direct-injection (DI) engines operated in stratified mode 

the complex 3D flow structures play an important role in defining the ignition event and sub-

sequent combustion [72, 73]. For the simulation of these flows, tools like large eddy simulations 

(LES) are required which provide information on the dynamics of these processes and the spa-

tial structures of the flow. Therefore information of the three velocity components and their 

derivatives are required to resolve the full turbulent information of the flow field to improve 

modeling and validate LES simulations. For the validation of combustion LES the comparison 

of non-reacting flow characteristics is required first [74].  

PIV [50] is a well-established technique to capture the instantaneous planar flow field in inter-

nal combustion (IC) engines [75]. Previous PIV measurements in IC engines have characterized 

turbulence properties [76–78], analyzed spatial flow structures [79], investigated influences of 

cycle-to-cycle variations [80, 81], as well as characterized flows during injection and ignition 

[82]. However, all previous works have been limited to planar velocity measurements. Alt-

hough the third velocity component was resolved in an engine by stereoscopic PIV [83], its 

spatial derivatives as well as the three dimensional flow structures have not been available. To 

understand the complex 3D structures of the in-cylinder flow, Voisine et al. [79] performed 
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two-component (2c)-PIV in the vertical symmetry as well as a horizontal plane to reconstruct 

the quasi 3D flow from the phase averaged flow images. More recently Bode et al. used two 

vertical PIV measurement planes to track the temporal evolution of larege scale in-cliner mo-

tions [84]. For a more detailed view, Dannemann et al. [85] extended this to 8 planes resolving 

connections of flow structures between the different planes. Despite the success of ability to 

describe the ensemble averaged 3D flow field, these findings were unable to fully resolve co-

hesive 3D flow structures, characterize 3D flow properties, and were not capable to capture the 

instantaneous cycle resolved velocity data.  

These limitations can be overcome by tomographic PIV (TPIV, see chapter 3.1.4). TPIV meas-

urements within an optical SI engine (compare chapter 2.4) operating at 800 RPM are presented 

in this chapter [18]. The TPIV measurements are used to resolve the 3D flow structures and 

velocity gradient tensors within a 47x35x4 mm3 measurement volume within the center of the 

tumble plane. Measurements were obtained at selected CAD during the intake and compression 

stroke and are used to interpret differences in 3D flow structures for the ensemble average and 

instantaneous cycles.  

 

3.4.1 Experimental setup 

The imaged volume was centered in the tumble plane (figure 2.9 and 3.18). Four CCD cameras 

(ImagerIntense, LaVision, 1376x1040 pixels, 12 bit, double frame exposure) with identical 

lenses (50 mm, Nikon) in Scheimpflug arrangement were setup circularly around the optical 

access (figure 3.18). The arrangement around the center axis of the cylinder axis ensured a 

similar distortion for all four cameras. Cameras 3 and 4 were set up in an angle of 16° normal 

to the illuminated volume. This is the maximum angle due to restrictions of the optical access. 

The angle of camera 1 and 2 was chosen at 13.5° such that each camera projection provides 

independent line-of-sight information of the illuminated volume. This is compared to [59] on 

the lower side of the camera angles but still provides a manageable reconstruction quality. The 

lenses were operated with f# of 16 which results in a depth of field of ~8 mm. A two-level 

spatial target (Type 7, LaVision) was used to calibrate and match the viewing plane for each 

camera. The alignment of the cameras achieved a visualized area of 47x35 mm2 with an average 

resolution of 30 pixels/mm. The cameras and lasers were restricted to a repetition rate of 5 Hz 

for which TPIV images were obtained at selected CAD during intake and compression (Tab. 

1). For each CAD imaged, 300 phase-locked images were acquired and images of the two-level 

target were taken before and after acquiring Mie scattering images. 

 

Figure 3.18  
Experimental setup TPIV measurements in optical engine 

 

3.4.2 TPIV processing 

A commercial software (DaVis 8.2, LaVision) is used for the processing of the TPIV images. 

A transformation matrix (polynomial approach) based on images of a two-level target was used 

to match the viewing planes of all four detection systems. A 3x3 pixel sliding minimum is 



 

 

 

44 

subtracted from the Mie scatting images to reduce background noise and images were normal-

ized by the local image intensity so that particle intensities were of similar magnitude for all 

four cameras. A volume self-calibration [86] was performed for each CAD imaged which pro-

vided a remaining pixel disparity in the sub-pixel range (< 0.3 pixel) for all cameras. This ver-

ified that the repositioning of the glass cylinder after taking images of the two-level target did 

not negatively affect the triangulation and particle reconstruction and corrects for any influence 

of engine vibration. The reconstruction of the 3D particle images was performed using an iter-

ative Multiplicative Algebraic Reconstruction Technique (MART) algorithm [87] yielding ap-

proximately 200 volumes in the z-direction with an average particle density of ~2.10-4 particles 

per volume element to maximize correlation peak quality due to reduced number of ghost par-

ticles [59]. The volume cross-correlation was performed with a multi-pass volume cross-corre-

lations algorithm with decreasing volume size and a final step of 48x48x48 pixels3 and 75% 

overlap which resulted in a vector spacing of 0.4 mm in all directions. During post-processing, 

a correlations peak quality check, a 5x5x5 vector neighborhood operation to remove spurious 

vectors [88], and a 3x3x3 Gaussian smoothing filter was applied to the vector fields.  

 

3.4.3 Assessment of TPIV in an engine 

The mass conservation principle is applied to ascertain the uncertainty of the 3D velocity data. 

Assuming a spatially uniform density, continuity yields:   01 

ii xut . During in-

take, at 270° before top-dead-center (bTDC), the term  t  1
 is neglected because density 

(  ) is assumed to be uniform with time. During compression, at 90° bTDC,   11 46   st  

deduced from the in-cylinder pressure trace. Continuity is evaluated for cubic control volumes 

(CV) of equidistant spacing (0.4 mm) throughout the entire measurement volume for 300 im-

ages at each CAD. A 0.4x0.4 mm2 region corresponds to a 2x2 vector spacing for which four 

velocity vectors are averaged to represent a single velocity vector normal to the surface of the 

CV (figure 3.19 upper left corner).  

 

Figure 3.19 

Fulfillment of mass conservation principle:  PDF of velocity flux for 270° bTDC 

 

In attempt to better quantify the relative deviation from mass conservation, the PDF of the ve-

locity flux ( wvuU  ) for each CV at 270° bTDC is shown in figure 3.19. Assuming 

constant density and analyzing a cubic CV with equidistant spacing, U can be evaluated to 
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assess mass conservation [89]. By normalizing U with the averaged velocity vector ( normu ) 

that enters each CV, the deviation of the velocity flux from the true value is calculated by Eq. 

17 and found to be σ = 8.2 % 
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        (17) 

According to Zhang et al., this deviation is primarily associated with the precision within cal-

culating the velocity gradient tensor due to discretization errors (e.g. inhomogeneous particle 

distribution within interrogation volume) [89]. For the presented measurements the deviation 

may also be attributed to the engine environment which includes vibrations and remaining im-

age distortion from the curvature of the thick glass cylinder. A precision within 8.2 % for the 

velocity gradient tensor is in agreement with other tomographic flow measurements performed 

within generic configurations [89], and demonstrates the validity of our 3D velocity measure-

ments and capability of TPIV in a motored engine. 

 

3.4.4 Results 

Phase averaged three-dimensional velocity field 

A first assessment of the 3D velocity field is presented in figure 3.20 and reveals phase averaged 

flow fields (300 cycle average) during intake (270° bTDC, 180° bTDC) and compression (90° 

bTDC). The vectors (every 4th vector displayed) represent the local 3D-velocity ( u , v , w ) at 

the center plane of the measurement volume (z = 0 mm). Discrete levels of velocity magnitude 

computed by all three velocity components are displayed by 3D iso-surfaces.  

 

Figure 3.20 

Phase averaged flow fields; Iso-surfaces of the 3D-velocity magnitude with vectors (every 4th 

vector displayed) at the center plane (z = 0 mm) 

 

During intake, at 270° bTDC, the in-cylinder flow in the center plane is characterized by the 

high velocities generated from the annular flow from the intake valves and the downward mo-

tion of the piston. The upper left corner of the image exhibits a downward jet-like flow com-

prising of high velocities directly beyond the intake valves (valves not shown) and velocity iso-

surfaces parallel to the flow direction.  For the following discussion, this jet-like flow structure 

will be referred to as “inlet jet”. Beyond the inlet jet to the right, the intake flow is positioned 

downward and is redirected by the piston top located at y = -52 mm. As a result a clockwise 

tumble motion is already visible within the symmetry plane and a stagnation front (dashed red 

line) is formed left of the tumble vortex center where the incoming fluid from the intake valves 
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impinges on the reversing flow from the piston. The 3D iso-surfaces further complement the 

illustration of the tumble motion for which the tumble flow direction is perpendicular to the 

iso-surfaces. 

At 180° bTDC the phase-averaged flow field is no longer characterized by large velocities of 

an inlet jet, but is better characterized by smaller velocities due to the lack of piston movement 

and near closing of the intake valves. As a result, the instantaneous flow fields (not shown) 

appear to be more stochastic and do not reveal strong coherent flow structures like the inlet jet. 

The phase averaged flow field indicates a lower velocity magnitude and the formation of the 

tumble center is located at the bottom center of the imaged volume.  

During compression (Fig. 3.20c) a portion of the tumble motion is visible with the tumble center 

located near the top right corner. The flow field shows a perpendicular direction to most 3D 

velocity iso-surfaces and velocity magnitudes remain on a similar level as for 180° bTDC.  The 

phase averaged velocity image does not reveal significant 3D flow structures compared to phase 

averaged flow fields during intake. 

 

Three-dimensional turbulent kinetic energy 

The fluctuations of the 3D flow field can be characterized by the turbulent kinetic energy (TKE) 

defined as 




 

 ii uuTKE
2
1

 
where 


iu  is the fluctuating velocity component in the ith direction. 

In this work TKE is calculated through the Reynolds decomposition method. Figure 3.21 com-

pares the TKE field calculated from 2D and 3D velocity information during intake (270° 

bTDC). Measurements are shown in the central plane (z = 0 mm).  

 

Figure 3.21 

TKE at the center plane (z = 0 mm) calculated from a) in-plane velocity components u’ and v’ 

(2D-TKE); b) from all three velocities (3D-TKE); Locations of 4x4x4 mm³ areas A and B 

The 2D-TKE (Fig. 3.21a) is determined from the two in-plane flow components (
u  and 

v ) as 

would be obtained from (2c)-PIV. The 2D-TKE field shows a region of large velocity fluctua-

tions just above the stagnation line (compare Fig. 3.20a) and is due to large variations of the 

intake flow directly exiting the intake valves as it interacts with the existing tumble motion. In 

comparison, the 3D-TKE field shows that high values of TKE are further extended toward the 

intake valves, revealing a zone of high turbulence that is influenced by the out-of-plane velocity 

fluctuation. This is within the inlet jet region which is likely to exhibit large velocity fluctua-

tions due to the flow separation from the intake valves.  
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Another region of higher TKE is found at the bottom right corner of figure 3.21b above the 

piston surface (2D: 10 m2/s2; 3D: 25 m2/s2). As described by [79], the flow in this region reaches 

the physical boundaries of the cylinder and is redirected along the piston surface. Here it is 

shown that higher levels of TKE are found in the right corner and decay above the piston to the 

left. In comparison with the 2D-TKE, this analysis reveals that the redirected flow exhibits large 

z-velocity fluctuations, which decay as the flow is further directed along the piston surface. 

This analysis demonstrates the need of all three velocity components to better characterize the 

flow field and reveals misinterpretations that may result when only resolving 2D velocity meas-

urements. 

Figure 3.22 a-c shows 3D iso-surfaces of TKE for selected phase averaged CAD. At 270° 

bTDC, the images clearly show differences in the iso-surface structure between the inlet jet 

region and regions beyond the inlet jet. As previously shown, the inlet jet is characterized by 

high values of TKE, but it is also shown that the TKE iso-surfaces are aligned parallel to the 

flow direction. Beyond the inlet jet, TKE iso-surfaces are aligned perpendicularly to the flow 

direction and are characterized by lower TKE values.  

 

Figure 3.22 

3D iso-surfaces of the TKE 
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At the end of intake stroke (180° bTDC), TKE within the inlet jet region is significantly lower 

(< 12 m2/s2) than at 270° bTDC (> 60 m2/s2). Similar to the images of the 3D velocity iso-

surfaces, the flow field (fig. 3.20b) does not show a preferred direction towards the 3D TKE 

iso-surfaces.  

During compression (90° bTDC, Fig. 3.22c) TKE decays down to 2-8 m²/s² within the imaging 

volume and is distributed more homogenously with the exception of the upper right corner. 

Instantaneous images reveal that the upper right corner is the region where tumble vortex is 

often located. Although the center of the tumble vortex is characterized by low velocities, TKE 

levels are relatively high in this region due to variations in the vortex center location as well as 

the size and shape of the vortex in individual images [80]. 

 

Instantaneous 3D velocity images 

Figure 3.23a/c shows volumetric velocity field images acquired for two instantaneous cycles 

(cycle 59 and 167 out of 300 cycles) during intake at 270° bTDC. Although different for each 

cycle, the flow features such as inlet jet and the tumble vortex locations revealed within the 

mean flow (Fig. 3.20a) are easily identifiable in the instantaneous cycles. Moreover, the com-

plexity of the turbulent 3D flow field is immediately apparent within the images. To determine 

vortical structures a threshold based criteria (Q-criteria) is used (Fig. 3.23b/d). It defines vorti-

ces as regions with a positive second invariant Q  of the local velocity gradient u  [90]. As-

suming an incompressible flow, Q  is defined as   0
22

2
1  SQ , with 0Q  indicating a 

dominance of rate-of-rotation ( ) over strain (S) within vortex regions. 

 

Figure 3.23 

Two instantaneous flow field images at 270° bTDC; a) and c) represent iso-surfaces of velocity 

magnitude; b) and d) corresponding Q-criteria and vector field (z = 0 mm) 
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Figures 3.23c/d reveal a variety of small scale vortical structures (~2-6 mm in diameter) of 

different size and orientation in the region of the inlet jet. Although many structures are cut due 

to the limited thickness of the measurement volume (z = ±2 mm) the formation of vortex tubes 

is visible which are mostly orientated normal to the x-y plane. For cycle 59 (Fig. 3.23a), the 

intake jet exhibits a region of high velocity  with a large vortical structure present (Fig. 3.23b). 

In comparison, the instantaneous cycle shown in Fig. 3.23c (cycle 167) reveals distinct flow 

differences.  Here the magnitude velocity of the inlet jet is weaker and does not extend as far 

into the viewing plane. In addition, the Q-criteria (Fig. 3.23d) illustrates fewer vortical struc-

tures which are more agglomerated within the left side of the inlet jet. For brevity, instantaneous 

images at other selected CAD are not shown, but reveal a homogeneous distribution of weaker 

vortical structures determined by the Q-criteria.  

The instantaneous volumetric 3D velocity measurement provides access to the full velocity 

gradient tensor u . Figure 3.24 shows the probability density function (PDF) of all three vor-

ticity components x , y , and z  obtained from volumes (4 mm³ in size) taken at two dif-

ferent regions during intake (regions A and B marked in Fig. 3.21a). The PDFs consist of aver-

age data from 300 cycles as well as the two instantaneous cycles shown in Fig. 3.23. In general, 

the PDFs of the average are centered close to zero, while instantaneous cycles can reveal flows 

with stronger y  and z  values indicating these cycles have flow structures with predominate 

rotations in these directions. For volume A, all PDFs show broader distributions of z  indicat-

ing a preferred alignment of the vortical structures perpendicular to the x-y plane. These find-

ings are in agreement with the vortical structures revealed from the Q-criteria for the instanta-

neous flow images in Fig. 3.23. In comparison to volume A, volume B is characterized by lower 

TKE levels (Fig. 3.22) which is reflected by narrower distributions of vorticity PDF. In general, 

the 3D velocity gradient information is capable of better characterizing the flow field during 

the intake which may better quantify fuel-air mixing capabilities for future studies. 

 

Figure 3.24 

PDF of full vorticity vector at 270° bTDC for the two volumes A and B; average and two 

corresponding single shots (Fig. 3.22) 
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3.4.5. Conclusions 

Tomographic particle image velocimetry was applied within a motored, single cylinder DISI 

engine to measure the volumetric instantaneous flow field at selected CAD during intake and 

compression. This first assessment of TPIV demonstrated the capability of the reconstruction 

of the particle and the volumetric cross-correlation when  image distortion caused by the thick 

curved glass and limited camera angles are present. The uncertainty of the 3D velocity data was 

addressed using the principle of mass conservation for the inlet flow. Due to this a precision 

within 8.2 % for the velocity gradient tensor was found which is in the same order of magnitude 

then volumetric flow measurements conducted in generic configurations, indicating that TPIV 

measurements are feasible within motored optical IC engines. Based on the volumetric velocity 

data, the average structure of the flow field was analyzed showing a clear orientation of the 

velocity inside the imaged volume, which changes during the different phases of the cycle. To 

further interpret the 3D velocity field the turbulent kinetic energy field was calculated and re-

vealed distinct differences between 3D and 2D TKE fields especially in the region of the inlet 

jet during intake. The 3D structure of the velocity and TKE illustrated distinct alignment of the 

flow direction with 3D iso-surfaces of velocity magnitude during intake (270° bTDC) and com-

pression (90° bTDC), while less distinct flow alignment was shown at 180° bTDC. The analysis 

of instantaneous cycles during intake (Q-criteria) visualized the appearance of strong vortical 

structures within the inlet jet. Due to cyclic variations these differ clearly in size and orientation. 

This variability was also assessed by PDFs of all three vorticity components. Comparing in-

stantaneous cycles with the average showing that these structures have a clear orientation by 

y and z .  

 

 

4. Scalar field measurements 

In addition to instantaneous flow field measurements by LDV and/or PIV, spectroscopic meth-

ods are exploited to measure instantaneous temperature and/or concentration fields. Although 

various methods exist this lecture notes focuses only on laser-induced fluorescence (LIF), Ra-

man/Rayleigh scattering and coherent anti-Stokes Raman spectroscopy (CARS). Not all details 

and possible applications can be presented here. Therefore the interested reader is referred to 

excellent review articles and text books cited in the corresponding subchapters.  

Laser-induced fluorescence with excitation in the UV is frequently used for thermometry and 

the detection of minor combustion-related molecules such as NO, OH, CH, C2, HCHO and 

others. Fluorescing organic molecules have found an interest as tracers that allow quantitatively 

observing fluid mixing processes as well as fuel concentration mapping. Raman scattering is 

used to measure major species concentrations such as H2, O2, N2, CO, H2O, CO2, and CH4 

precisely. Often it is applied simultaneously with Rayleigh scattering which is used to measure 

temperatures assuming the validity of the ideal gas law. Rayleigh-based thermometry requires 

information on the effective cross-section depending on the mole fractions of the main species. 

Moreover its signal wavelength occurs at the same wavelength as the excitation. Therefore it is 

prone to spurious light scattered from surfaces. For this reason CARS-thermometry is better 

suited for studying confined combustion processes.  

The scope of this chapter is to introduce into these different techniques and to outline some 

important issues. 
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4.1 Laser-induced fluorescence 

Laser-induced fluorescence (LIF) is the process of spontaneous emission from an excited elec-

tronic state populated upon absorption of a laser photon. Large cross-sections mainly in the 

visible and ultra-violet spectral range enable species detection down to the sub-ppm range. 

Many combustion-relevant species like OH, O2, NO, CH, CN, NH, C2 can be accessed selec-

tively. Detailed treatments are given in the textbooks of Eckbreth [91], Kohse-Höinghaus and 

Jeffries [90], and in the review articles of Kohse-Höinghaus [92], Daily [93] and Schulz et al. 

[94]. LIF can be understood as two subsequent steps. Absorption of (typically) one photon leads 

to the population of a (typically electronically) excited state in the respective atom or molecule. 

After a certain lifetime  this excited species can relax into a lower-lying state by emitting a 

fluorescence photon. Fluorescence typically competes with alternative processes that lead to a 

depopulation of the excited state (quenching, photodissociation, ionization). The ratio of fluo-

rescence rate vs. excitation rate is given by the fluorescence quantum yield . 

Equation 17 describes the LIF-intensity ILIF for one species in the regime of weak excitation as 

(17) 
v,( , ) ( ) ( , )LIF laser J ikI c I N p T f T B p T         

with c being a parameter dependent on the specific experimental setup. The LIF-intensity 

ILIF is proportional to the number density N(p,T) of the excitable molecules in the probed 

volume V which is determined by N(p,T) times the temperature-dependent Boltzmann frac-

tion 
v,Jf  giving the population of the initial level i. The Einstein-Bik-coefficient describes 

the absorption probability for transition i  k. Within the linear regime, the fluorescence 

intensity depends linearly on the laser intensity Ilaser and the spectral overlap (p,T) of the 

laser profile and the absorption line. All these factors determine the number density of 

excited molecules and, therefore, the absorption part of the LIF-process. The fluorescence 

quantum yield  in equation 18 gives the ratio of the spontaneous emission rate (from level 

k) versus the total rate of (radiative and non-radiative) relaxation processes: 

(18)  
 ,

ki

kj k k

j

A

A Q p T P
 

 
         

 therefore depends on the rate of spontaneous emission (given by the Einstein-Aki-coeffi-

cient) divided by the sum of the rates of all depopulation processes of the excited state 

(spontaneous emission from state k to all possible ground state levels: Akj, quenching 

Qk(p,T) and predissociation Pk). The detection efficiency of fluorescence photons depends 

on the observed solid angle , the transmission of the optical system  and the response 

of the detector . Effects of polarization are discussed in [95].  

When quantifying signal intensities obtained from LIF one usually has to account for numerous 

temperature-dependent effects. The resulting over-all temperature-dependence in turn is the ba-

sis for LIF-thermometry. The spectral overlap factor (p,T) can be calculated from spectra sim-

ulations which are available for the most important combustion relevant species [96, 97]. This 

is mainly important in high-pressure applications where collisional broadening causes the indi-

vidual rotational lines to blend yielding absorption features which are spectrally broader than 

the laser line. At atmospheric pressure and above the denominator in the fluorescence quantum 

yield  is dominated by fluorescence quenching (Q A ). For a large number of colliders 
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quenching rates for, e.g., OH and NO have been determined as a function of temperature and 

pressure enabling the development of simulation models [98]. Therefore, quenching can be 

quantified as long as the local gas composition and temperature are known (for example using 

Raman/Rayleigh spectroscopy simultaneously with LIF). Additional losses from the excited 

state can occur due to predissociation Pk and photo-ionization.  

Besides these processes other collisionally-induced energy-transfer processes must be con-

sidered. Vibrational (VET) and rotational (RET) energy transfer populate excited levels 

within the excited state that can subsequently fluoresce. This especially gains importance 

if levels with significantly different effective fluorescence lifetimes are involved. Further-

more, fluorescence signal may be shifted to different spectral regions compared to the di-

rect transitions from the laser-populated level. The implications of these effects are dis-

cussed in further detail in [91]. 

With increasing laser intensity a transition from the linear LIF-response (as given in eq. 17) 

towards a saturation regime (with ILIF independent on Ilaser) is observed. Saturation occurs 

through down-ward pumping of population from the excited state. At the same time, the 

laser-coupled ground state levels can be depleted because of too slow population via RET 

from neighboring states. The over-all effect can be modeled based on the rate equations of 

the individual processes. For simple systems with constant laser intensity, the system (that is, 

its state populations) reaches a steady state after some characteristic time ss. If the temporal 

laser pulse width laser is much larger than ss, the steady-state solution may be used to describe 

the overall LIF-process. This yields relatively simple non-transient LIF-models [99]. Transient 

LIF-models, on the other hand, involve solving the fully time-dependent rate equations [95]. 

For many practical applications, simple non-transient models yield an adequate description of 

the LIF-process. This is true in particular for nanosecond-laser excitation and high-pressure 

environments.  

 

4.1.1 LIF-thermometry: Theory 

For LIF-thermometry, different methods have been established that involve generally  

different experimental and data evaluation procedures: Single-line techniques (where only a 

single ground state is probed), two-line techniques (where two ground states are probed and the 

temperature is inferred from the ratio of two LIF-intensities) and multi-line techniques (where 

three or more ground states are probed and temperature is inferred from a Boltzmann plot or by 

fitting spectral simulations). Theoretical analysis of line shape, quenching, energy transfer and 

noise effects for the different techniques have been performed by several authors [95, 100]. 

Particularly relevant in this context are of course the temperature-dependent terms. The domi-

nant temperature influence in eq. 17 is given by the Boltzmann fraction  

(19)  

 
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of the total species population in the laser-excited ground state. The temperature dependence is 

due to both the exponential factor for the particular transition and the partition function Z(T). 

The spectral overlap fraction  depends on temperature via collisional broadening and shifting 
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effects. The quenching rate Q depends on temperature due to both the varying collisional fre-

quency and cross-sections. Finally, the number density N of the target LIF-species depends on 

concentration and temperature via the ideal gas law. 

In single-line LIF-thermometry, an overall temperature dependence of the LIF-signal can be 

calculated from eq. (17) if the spectroscopic data (term energies for Boltzmann fraction, colli-

sional broadening, quenching) are known. The laser intensity Ilaser is readily measured. It is, 

however, evident from eq. 17 that the concentration of the target species N must be known. This 

is the case in non-reactive flows where concentrations are constant (e.g., O2 in the inlet stroke 

of internal combustion engines [101] or NO seeded in constant amounts to a flow [102]) or 

when concentrations can be derived from chemical kinetic simulations (as shown, e.g., for NO 

in a low-pressure flame [103]). Finally, the calculated relative temperatures need to be cali-

brated at a known temperature. 

Two-line LIF-thermometry is much more frequently used. In this approach, two LIF-measure-

ments are performed from different ground states. The fluorescence ratio R from the two meas-

urements is then given by 

(20) 
 

 
,1 1 ,1 1 1 1 1 1 1 1

12

,2 2 ,2 2 2 2 2 2 2 2

exp( / ) ( , ) / ( , )

exp( / ) ( , ) / ( , )

LIF laser

LIF laser

I c I g kT B p T A A Q p T
R

I c I g kT B p T A A Q p T





  
 

  
  

with i being the term values in Joule. By taking the ratio the species concentration, which is 

the major unknown factor in most applications, cancels out. This makes the two-line techniques 

applicable to reacting systems. It should be noted that also the partition function Z(T) cancels 

out in the ratio. 

Commonly, there are more assumptions being made as to the remaining temperature  

dependent factors: Q is assumed to dominate over A (which is usually the case in atmospheric 

or high-pressure systems); if Q is the same for the excited states in both measurements (by 

choosing either a molecule where Q does not depend on rotational quantum number like NO, 

or by choosing transitions that excite into the same upper state), then Q also cancels out: the 

ratio R12 gets independent of quenching processes. If, finally, the temperature dependence of 

the overlap coefficients and the influence of laser-energy fluctuations are neglected, then the 

fluorescence ratio is given by a Boltzmann relation only, 

(21)      12
12 expR

kT

 
  

 
   

depending on the temperature T, the ground state energy difference 12, and the Boltzmann 

constant k. Equation (21) reduces the temperature-dependence of the LIF-ratio to the tempera-

ture-dependence of the relative ground state populations, which represents the most relevant 

temperature influence in the two-line technique. Nevertheless, additional influence of the over-

lap fraction (p,T) and quenching Q(p,T) may become important depending on the specific 

target species. 

The constants c1 and c2 in eq. (20) summarize the efficiency of the detection system. If they are 

the same for both excitation wavelengths, quantitative temperature measurements are in prin-

ciple possible without calibration if the spectroscopic constants of the two transitions are 

known. In many cases, however, using known temperature data is necessary to calibrate for the 

c1/c2-ratio. 
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The precision of any thermometry technique depends on the sensitivity of the involved LIF-

signal strength(s) on temperature. In a two-line technique, high sensitivity of the fluorescence 

ratio R12 on temperature is desired, i.e. a large change in R12 with temperature. Mathematically, 

this can be expressed as the second derivative being zero: 

(22)      
2

12 12

2
0

2

d R
T

dT k


     

Depending on the temperature range that should be investigated in the two-line technique, this 

equation gives the condition for ground state energy differences that yield highest temperature 

sensitivity. For much higher or lower temperatures, the sensitivity may decrease severely. A 

two-line technique is therefore most sensitive within a certain temperature range only. Table 

4.1 compares the sensitivities of different NO two-line thermometry methods used in flames. 

 

 

Table 4.1 

Comparison of the temperature sensitivities of different NO two-line LIF-thermometry methods 

in flames. 

 

Multi-line LIF-thermometry offers high temperature sensitivity in a wide temperature range 

by probing a number of ground states with different term energies. In a basic approach we can 

assume similar to the two-line technique that the main temperature influence of the LIF-signal 

arises from the ground state population only. Furthermore it is assumed that the temperature 

influence on the overlap fraction and quenching is equal for all transitions, c is equal for all 

transitions, and A << Q is valid. Then, for any transition i, equation (17) can be rewritten as 

(23)   
,

,

1 ( )
ln ln

( ) ( , ) ( , )

LIF i i i

laser i i i

I g Z T

I A B T k c N T p T Q p T

   
         

 ,  

Reference Excited NO lines Maximum temperature 

sensitivity 12/2k 

Tamura et al. [104] A–X (0,0) O12(1.5) and 

A–X (0,0) O12(19.5) 

498 K 

Tsujishita et al. [105] A–X (0,0) Q2(17.5) and 

A–X (0,0) Q2(27.5) 

566 K 

Bessler et al. [106] A–X (0,0) Q1 & P21(33.5) and 

A–X (0,2) O12(5.5) 

1420 K 

Bell et al. [107] A–X (0,0) R1 & Q21(21.5) and 

A–X (0,2) O12(8.5–10.5) 

bandhead 

2300 K 

 



 

 

 

55 

where the last term is constant for all transitions. The signals ILIF,i and the laser intensity Ilaser,i 

are measured, and gi, Ai and Bi are spectroscopic constants. By plotting the left term of equa-

tion (23) versus i for different transitions, the temperature can be derived from the slope of the 

plot which is –1/kT. This is called a Boltzmann plot (figure 4.1.) 

Figure 4.1  

Section of a typical LIF-excitation scan (here NO at ~225.3 nm) and the resulting Boltzmann 

plot. The slope of the Boltzmann plot gives the negative inverse temperature. 

 

In many practical applications there are a number of effects that complicate the simple analysis 

as given above: 

 The assumption that Q is constant for all transitions does not always hold. In OH, for 

example, Q is known to depend on the rotational quantum number J [108] 

 Transitions may overlap, so that the LIF-signal does not arise from a single ground state. 

This is the case e.g. for NO, especially at elevated pressures. The overlap fractions  of 

many transitions must then be considered simultaneously 

 In many practical applications, background signals are present, such that Itotal = ILIF + 

Ibackground. The simple eqs. (17) – (23) then cannot be applied; instead, corrections for 

the background contribution are necessary 

 The assumption of weak laser excitation that was used for deriving eq. (17) may not 

hold. LIF-saturation and rotational energy transfer may have significant effects on ther-

mometry techniques [95]  

 Especially for larger molecules, the spectroscopy is complex and often only poorly un-

derstood 

Accurate LIF-thermometry techniques need to include a full description of these effects. This 

can either be done by multi-temperature calibration measurements (yielding an empirical de-

scription of the temperature-dependence of the signals) or by using detailed spectral simula-

tions. For NO-LIF-thermometry a multi-line scanning approach was developed [109] that sim-

ultaneously considers the effects of line shape and background contribution based on spectra 

simulations [97]. 

In section 5 the application of planar LIF is exemplified in combination with PIV.  
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4.2 Raman and Rayleigh scattering 

If a photon of energy 
0 , that is non-resonant with any allowed single- or multi-photon tran-

sition, interacts with a molecule, with a certain probability elastic or inelastic light scattering 

occurs. This process is sketched in figure 4.2. The more probable elastic scattering process is 

termed Rayleigh scattering whereas the much weaker inelastic process is called spontaneous 

Raman scattering. After a Rayleigh scattering process the molecule returns into its original 

quantum state. In contrast, Raman scattering is associated with a net energy exchange  

between photon and molecule. The energy transfer might have in- or decreased the rotational 

(denoted by J) and/or vibrational quantum state (denoted by v) of the molecule. Due to energy 

conservation scattered Raman photons contain correspondingly de- or increased energy 

 0 k   with 
k  being the energy difference between initial i  and final f  quantum 

states involved to the process ( i  and f denote wavefunctions and are solutions of the corre-

sponding Schrödinger equation). In analogy to the postulate of Stokes that fluorescence is 

shifted towards longer wavelength relative to the exciting wavelength, red-shifted Raman scat-

tered photons  0 k   are termed Stokes-lines and blue-shifted photons  0 k  anti-

Stokes-lines.  

 

0 0  0 k 

k
i f i

f

Rayleigh 
scattering 

   Spontaneous Raman scattering  
        Stokes               anti-Stokes 

i

f

0  0 k 

 

Figure 4.2 

Energy level diagram of Rayleigh and spontaneous Raman scattering. 

 

In a semi-classical view where only molecules but not the incident light are treated as quantum 

objects, Rayleigh and Raman scattering result from a dipole moment induced by the incident 

electromagnetic field. When a molecule is exposed to an alternating monochromatic electric 

field the resulting forces push electrons and nuclei back and forth. As a consequence the mo-

lecular system behaves analogous to an oscillating dipole. The frequency 
0  of the alternating 

electric field and the oscillating dipole frequency are equal and in phase.  

According to the laws of electrodynamics, the molecule emits light of the frequency 
0  giving 

rise to Rayleigh scattering.  

The flexibility of this enforced intra-molecular motion depends on the chemical species, tem-

perature and quantum state. It is expressed by the polarizability tensor αwhich is a tensor of 



 

 

 

57 

second rank. The internal degrees of freedom such as rotation or vibration modulate the polar-

izability. As a consequence, the induced dipole moment oscillates additionally on side bands 

0 k    but with an arbitrary phase difference to the incident radiation. Herein, 
k  denotes 

a discrete frequency characterizing the internal motion. 

For a monochromatic electromagnetic field, as provided by a laser beam, 
0 0cos tE E , the 

linear induced dipole moment can be expressed by  

(24) 
 1
 p α E .  

The aforementioned variation of the polarizability tensor α   with internal motions such as dis-

crete molecular vibrations can be expanded into a Taylor series. For the example of a normal 

vibration k with its coordinate Qk and in the limit of the electrical harmonic approximation that 

neglects powers higher than the first, the polarizability tensor may be expressed by  

(25) 
0k k kQ α α α .  

The components of the new tensor 
k
α  consist of the derivatives of the tensor components  

0ij

with respect to the normal coordinate Qk:    
0ij ij kk

Q     . For a harmonic motion the nor-

mal coordinate can be expressed by  
0
cosk k kQ t Q t . Herein 

0kQ denotes the normal coordi-

nates amplitude. By inserting  kQ t  into equation (25) the time-dependent polarizability tensor 

reads: 

(26) 
00 cos k k k kQ tα α α  

Equation (24) can be reformulated by using equation (26) and one finally yields 

(27)      
0 0

1

0 0 0 0 0 0 0

1 1
cos cos cos

2 2
k k k k k kt Q t Q t         p α E α E α E  . 

The first term in equation (27) defines Rayleigh scattering. The condition to observe Rayleigh 

scattering is that the polarizability tensor 
0α  is non-zero. In practice this is fulfilled for any 

molecule. The second and third term in (27) define Stokes and anti-Stokes Raman scattering, 

respectively. For Raman activity the derivative of the polarizability with respect to the normal 

coordinate 
k
α  must be non-zero at the equilibrium position.  

To derive an expression for the individual intensities of Rayleigh, Stokes and anti-Stokes Ra-

man scattering, the quantum mechanical transition moments    must be calculated for a 

specific experimental arrangement. These transition moments replace α  in equation (24). In the 

following Cartesian coordinates are applied and it is assumed that the incident monochromatic 

electromagnetic radiation is linearly polarized along the z-axis ( 0, 0, 0,0, 0, 0x y zE E E   ) and 

is propagating along the y-axis (figure 4.3).  
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Figure 4.3 

Specific geometrical arrangement for Raman and Rayleigh scattering. 

 

Detection takes place along the x-axis perpendicularly to the excitation light propagation (

2  ). In this specific arrangement the scatter plane is spanned by the x-y-axes. In space-

fixed coordinates the polarizability tensor exhibits non-zero off-trace components. Rayleigh 

and Raman scattered light following the oscillation of an induced dipole moment consists there-

fore of two polarization components that are aligned perpendicular and parallel to the scatter 

plane (→depolarization). Consequently, two transition moments have to be considered only. 

For Rayleigh scattering, where strictly no net energy exchange between molecule and radiation 

takes place, initial and final state are equal, whereas initial and final states are different for 

Raman scattering. The transition moment relevant for Rayleigh and Raman scattering in the 

arrangement depicted in figure 4.3 is expressed by 

(28)  
2 2

zz yzf i f i      , 

zz  and yz  are either the tensor elements of the polarizablity 
0α  (Rayleigh) or rather the de-

rivative of the polarizability with respect to the normal coordinate of the intermolecular motion 

k
α  (Raman). The two components of the induced dipole moment for the transition f i  can 

be accordingly expressed by 

(29) 

 

 

1

, 0,

1

, 0,

f i y yz z

f i z zz z

p f i E

p f i E












  

Following the laws of electrodynamics, the power of radiation emitted by an oscillating dipole 

with oscillation frequency   can be expressed with 
,IIT


 being the polarization-dependent trans-

missivity of the detection optics by: 

(30)     
2

14 2

, , 2

0

, sin
32

II II  
 

  
 f if i

c
I T T p  . 

The angle   between exciting radiation and detection direction in the specific arrangement 

considered here is 2 . Consequently 2sin 1  . For Rayleigh scattering the oscillation fre-

quency is given by 
0  . For Stokes and anti-Stokes Raman scattering the frequencies are 
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correspondingly 
0 k   . Exploiting equation (29), the polarization-dependent scattering 

intensities read 

(31) 

 

 

224

0,2

0

224

0,2

0

,
32

,
32

II II

  
 

  
 

  







zz zf i

yz zf i

c
I T T f i E

c
I T T f i E

 

 

Assuming that 1II  T T , the total intensity from a single spatially-fixed molecule is given by 

the sum of both polarization components: 

(32)    
22 24

0,2

032
zz yz zf i

c
I f i f i E   

 
   

 

 

 

Table 4.2 

Space-averaged components of the transition moments for Rayleigh and ro-vibronic Raman 

scattering. The factor vK is given by either  
 

v

0

v 1
4 k

h
K

  
 


 for Stokes transitions or by 

 
v

0

v
4 k

h
K

  



 for anti-Stokes transitions with v being the vibrational quantum number. The 

Placzek-Teller coefficients ,f iJ Jb  are listed in [110]. 

 

Process Branch V J 
2 2

zz yzf i f i   

Rayleigh  0 0    
2 2

,0 0

7

45
J Ja b   

Rot.-vib.-Raman O ±1 -2  
2

2, 0

7

45
v J JK b 

  

Rot.-vib.-Raman Q ±1 0    
2 2

,0 0

7

45
v J JK a b 
 

  
 

 

Rot.-vib.-Raman S ±1 +2  
2

, 2 0

7

45
v J JK b 

  

  
For an ensemble consisting of 

,c totN  molecules of species C with 
v,JN  being in a specific initial 

quantum state v,i J , the Boltzmann fraction is relating these two numbers by 

 v, v, ,J J c totf T N N  with T being the temperature. Because molecule movements in a low 

density gas are random, in an actual measurement space-averaged transition moments (subse-

quently denoted by overbars) need to be considered. The space-averages of the squares of the 

transition moments may be expressed in terms of the invariants of the derived polarizability 
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tensor components associated with the k-th normal mode. Commonly, space-invariants are ex-

pressed by  
0

a  and  
0

  for Rayleigh scattering, and by  
0

a respective  
0

   for Raman 

scattering. Table 4.2 summarizes space-averaged components of the transition moments for 

Rayleigh and Raman scattering. 

The Rayleigh/Raman scattering intensity then reads: 

(33)      
22 24

0, v, ,2

032
zz yz z J c totf i

c
I f i f i E f T N   

 
   

This expression can be reformulated by introducing a temperature-dependent differential cross-

section  

(34)      
2 24

v,2

032
zz yz J

c
T f i f i f T


  

 


 


 . 

An actually measured Rayleigh or Raman signal is due to the number of photons S  collected 

from a specific probe volume. By using equations (33) and (34) S  is given by 

(35)  
  2

, 0, ,

1
c f i z c tot

I
S E N

 
 

 



  


 . 

Herein,  is the solid angle of the collection optics and  is the overall detection efficiency 

(transmissivity of optics, quantum efficiency of detector). Note, that both factors should be 

derived from calibration measurements. 

For a reliable simulation of Raman signals it is imperative to calculate the transition frequency 

0 k    correctly. In general anharmonic corrections and deviations from the rigid rotator 

assumption need to be applied. Depending on the molecule under consideration this can already 

be problematic especially for other than diatomic molecules [111].  

The Boltzmann fraction  v,Jf T  can be calculated as function of the term values Ei (in wave-

numbers) and degeneracy factors gi by 

(36)  

 

   

 
v,

v,
exp

v,
exp

v,
exp

i

i

ii i
J

i

i

i

hcE J
g

kT hcE Jg N
f T

Z T kT NhcE J
g

kT

 
 

     
   
 
 



  

with Z(T) being the temperature-dependent partition function and N the total number density. 

This implies the use of correct term values and once again the need for anharmonic and non-

rigidity corrections. The space-averaged transition moments so far have been discussed in the 

framework of the electrical harmonic approximation (compare equation (25)). For high temper-

atures, such as in chemically-reacting flows, electrical anharmonicities (higher orders in equa-

tion (25)) need to be considered as well.  

The temperature dependence of the measured Rayleigh and Raman intensities in equation (35) 

is given through the Boltzmann fraction  v,Jf T  and the number density  , ,c totN T p . The latter 

one can be expressed in terms of the total molar gas number density n, the mole fraction xc of 

species C and the Avogadro number NA: ,c tot c AN x nN . By assuming the validity of the ideal 
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gas law, the total number density 
AN nN  is a function of pressure p and temperature T. In the 

following sections it is discussed how these temperature dependencies can be exploited for 

thermometry. Notice, that in contrast to thermometry based on fluorescence (section 4.1.1), 

Rayleigh and Raman scattering processes are not disturbed by inter-molecular collisions. 

 

4.2.1 Thermometry by Rayleigh scattering  

Rayleigh-scattered light is in phase with the incident radiation. This can cause interferences by 

scattering from different molecules. However, this is prevented in gases considered here due to 

the random motion of the molecules. Furthermore, in Rayleigh scattering all chemical species 

contained in a finite sized probe volume give rise to a measured signal. Therefore, contributions 

of each chemical species C as expressed in equation (35) sum up to a total Rayleigh-scattering 

signal resulting in 

(37)  
2

0,

1
Ray z

Ray

S E N


 


 
  

 
 . 

Here, an effective Rayleigh cross-section    
,cRay c Ray

c

x      is used. In general, 

 
,c Ray

   is approximately independent on temperature. Then, as obvious from equation 

(37), Rayleigh scattering can be used to assess total number densities N if the gas composition 

is known. Therefore, for spatially-homogeneous (measured) pressure, temperature can be de-

rived via the ideal gas law.  

Rayleigh thermometry is a technique relying in many practical applications on single laser shots 

[112]. Thereby a high temporal resolution much shorter than typical Kolmogorov time-scales 

in turbulent (reactive) flows can be accessed. With comparatively low experimental effort Ray-

leigh scattering can be applied in an imaging setup. A sketch of a typical setup is shown in 

figure 4.4.  

 

 

Figure 4.4 

Schematic of the experimental set-up for Rayleigh scattering. 

 

Rayleigh thermometry has therefore been widely applied on turbulent systems, e.g. in turbulent 

flames [113, 114] or internal combustion engines [115]. Inferring number densities from scat-

tering data, however, requires information about local effective Rayleigh cross-sections and 

therefore the local gas composition which is usually unavailable in inhomogeneously mixed or 

reactive systems [116]. In combustion, special fuel blends have been proposed that provide 
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similar total cross-sections for unburned and burned gases [113], enabling Rayleigh thermom-

etry even in turbulent combustion systems. Alternatively, Raman scattering can be applied sim-

ultaneously with Rayleigh scattering to measure the gas composition. This is, however, limited 

to spatially one dimension [117, 118]. 

Rayleigh thermometry suffers from problems with background scattering (e.g. off walls or win-

dows); in the presence of particles like in sooting flames, this technique is therefore not feasible 

at all. Here, a filtered Rayleigh scattering technique has been applied [112, 26]. This approach 

makes use of the fact that gas-phase molecules have a wider Doppler width due to their thermal 

motion (~0.1 – 0.3cm–1) than surfaces (walls, particles, droplets). If a single longitudinal mode 

laser is used, the signal of surface-scattered light can be rejected by narrow-band (< 0.05cm–1) 

filters (usually molecular filters like iodine or atomic vapour filters like mercury contained in 

quartz cells). Increasing temperature is causing a larger Doppler width of the Rayleigh-scattered 

light originating from the gas phase. This line broadening causes an increasing signal via by-

passing the narrow-band filter. The principle of filtered Rayleigh scattering thermometry is 

shown in figure 4.5. Exact control of laser wavelength, spectral profile, absorption profile of 

the molecular or atomic line filter, and knowledge of line  

broadening is required. 

 

Figure 4.5 

Molecular line shape of Rayleigh-scattered light at elevated temperature (dashed line), trans-

mission profile of atomic vapour such as mercury (solid line) and spectral laser emission (peak 

at 0GHz). The spectral overlap of atomic notch and Doppler-broadened Rayleigh profiles result 

into the spectral wings transmitted to the detector (hatched area). Reproduction from [112]. 

  

4.2.2 Thermometry and multi-scalar measurements by Raman scattering 

A sketch of a Raman spectrometer is shown in figure 4.6.  

 

Figure 4.6  

Schematic of the experimental setup for Raman scattering. 
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Each chemical species exhibits a red or blue-shift (Stokes and anti-Stokes lines) according to 

the energy difference 
k between initial and final states involved to the process. Table 4.3 

summarizes averaged relative normalised differential Raman cross-sections for Q-branches (

  ( 300K)
Q

T   ) and Raman frequency-shifts of combustion-related molecules.  

 

Table 4.3 

Raman shifts and averaged normalised differential Raman cross-sections for the Q-branch of 

some combustion-related molecules at room temperature. The absolute Raman cross-section of 

the Q-branch of nitrogen is    48 -1 6

05.05 0.1 10 2 2331cm  cm sr    c . Data are taken 

from [119]. 

Molecule Raman shift 2k c  [cm
-1

]    300K
Q

T  

 

CO2 (2) 1285.0 0.75 

CO2 (1) 1388.0 1.13 

O2 1555.0 1.04 

CO 2143.0 0.93 

N2 2331.0 1.0 

CH4 (1) 2914.0 8.55 

CH4 (2) 3017.0 5.7 

H2O 3652.0 3.51 

H2 4155.2 3.86 

 

Averaged differential Raman cross-sections scale non-linearly with temperature. For molecular 

hydrogen figure 4.7 shows the theoretical temperature dependence of the differential Q-branch 

cross-sections normalized to its value at 300K. Depending on the theoretical approach [111], 

the temperature dependency especially at temperatures exceeding 1000K can differ by a few 

percent dependent on the molecule. 

In contrast to pure Rayleigh scattering, signals from different chemical species C show species-

specific Raman frequency-shifts and have to be hence spectrally dispersed before detection. 

The advantage of Raman thermometry is that dispersed Raman spectra contain all necessary 

information to deduce gas temperature. This is in contrast to Rayleigh thermometry or laser-

induced fluorescence (LIF) schemes, where additional information on gas composition and col-

lisional energy transfer pathways in case of LIF is required for a thorough analysis. Therefore, 

despite of the rather low scattering cross-sections that need to be overcome by high excitation 

laser photon fluxes and low-noise detection components, Raman thermometry can be an im-

portant alternative if this additional information is not provided. Notice, that in addition to tem-

perature, the gas composition can be evaluated as well (→ simultaneous Raman/Rayleigh scat-

tering [62, 111, 120–122, 117, 120, 111]). By this, Raman scattering is the only multi-scalar 

diagnostic based on a single excitation frequency. 
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Figure 4.7  

Relative differential cross-sections of molecular hydrogen as function of temperature. Depend-

ent on the theoretical description for temperatures exceeding 1000K the differences  

between the calculated cross-sections differ by a few percent.  

 

Local temperatures can be extracted from Raman spectra in different ways. For the case of high 

spectral dispersion single rotational or ro-vibronic lines might be resolved. Raman spectra can 

be simulated and fitted to the measured spectra [111, 123]. However, in addition to equation 

(35), line widths must be considered as well. Raman lines might be pressure- and Doppler-

broadened. In addition, limited spectral resolution of the spectrometer broadens the measured 

lines as well. Therefore, each allowed transition needs to be convoluted with an effective line 

shape and a spectrum is received from superposition of all relevant allowed transitions. Figure 

4.8 shows schematically ro-vibronic N2-Raman bands at various temperatures. In this example 

the effective line width is broad compared to the spetrcal separation of adjacent transitions. This 

leads to an overlap of ro-vibronic Raman lines resulting in a single Raman band up to approxi-

mately 400K and additional hot-bands at higher temperatures than 500K. It is obvious, that 

Raman bands and spectral intensities are strongly temperature dependent.  

A second way to extract temperatures from Raman scattering is to determine number densities 

of each chemical component present in the probe volume. For this purpose it is assumed that 

the gas composition is comprised of only Raman-active species at sufficiently high concentra-

tions to allow accurate detection and Stokes-shifts into spectral regions that are actually moni-

tored. Then the number density of all chemical components can be added up to result in the 

overall number density in the probe volume under consideration. With the validity of the ideal 

gas law assumed, as in Rayleigh thermometry, the total number density in connection with the 

(measured) pressure can be used to determine a local temperature. 
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Figure 4.8 

Relative Raman scattering intensities of molecular nitrogen for different temperatures [91]. 

 

The third way to determine temperatures from Raman scattering is to perform measurements 

of both Stokes and anti-Stokes shifted Raman lines (or bands). In the limit of the harmonic 

approximation and identical degeneracy factors for both quantum states, the measured ratio of 

Stokes and anti-Stokes lines is given by: 

(38) 

3

0

0

expStokes k k

anti Stokes k

S c

S kT

  

 

   
    

   
 

The intensity ratio has to be a value which can be measured with sufficient signal-to-noise ratio. 

This requires sufficiently high population in the excited state from which anti-Stokes Raman 

scattering takes place. Near room temperature Raman lines shifted in the range from 0 to 500cm-

1 are useful, whereas for around 1000K spectral shifts up to 2000cm-1 should be used. 

 

4.2.3 Practical considerations 

In general Rayleigh scattering can be applied at single points (0D), along lines (1D) or in two-

dimensional planes (2D). By combining at least two parallel orientated 2D-planes, quasi-three-

dimensional applications are possible as well. As depicted in figure 4.4, for Rayleigh thermom-

etry an exciting light source (most commonly a laser), a detector and some optical components 

such as a band-pass filter in front of the detector and lens systems are needed. In case of 0D- 

and 1D-applications the laser might be focussed simply by a long focal length spherical lens, 

in case of 2D-applications the laser is formed into a light sheet by appropriate spherical and 

cylindrical lenses. 

Raman scattering experiments can be performed also in 0D, 1D or 2D. 2D-applications, how-

ever, are only feasible for flows containing just a few main components, as each component 

needs an individual detector equipped with a suitable band-pass filter. For the general case, 
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where many components occur in the flow such as hydrocarbon-air flames, Raman scattering 

can be applied in practice only up to 1D. In this case along the probe volume Raman bands 

stemming from the various chemical components are spectrally dispersed before detection (cf. 

figure 4.6). 

In the following some practical aspects on hardware components and issues related to calibra-

tion are discussed. However, this paragraph is far from complete and for more detailed infor-

mation the reader is referred to the literature and text books such as [121, 111]. 

 

Laser system 

Many fluid mechanical problems are characterized by turbulence. Hence, exposure times of 

single temperature measurements should be sufficiently short to monitor frozen states of the 

turbulent flow under investigation. The shortest time scales in turbulent flows are charac-terized 

by Kolmogorov scales [67]. Taking an industrial-type nozzle for combustion applications as an 

example (compare figure 2.2, ref [8]), Kolmogorov time-scales can be estimated assuming ho-

mogeneous isotropic turbulence. Typical Kolmogorov time-scales are at the order of few mi-

croseconds. Consequently, single temperature measurements should resolve at least one micro-

second. In practice, this requirement presupposes the usage of pulsed lasers in the submicro-

second regime. Due to their high photon fluxes, reliability and ease of operation solid-state, 

quality-switched lasers are increasingly used for Rayleigh or Raman-thermometry replacing 

flash-lamp-pumped dye lasers [124] or excimer lasers [125]. Among the class of solid-state 

lasers, the Nd:YAG-laser currently is the working horse in many laboratories. Typical specifi-

cations are pulse widths of 10ns, repetition rates ranging from 10 to 100Hz and pulse energies 

in the fundamental at 1064nm up to 2.5J. The frequency conversion up to the fourth harmonic 

at 266nm is easily possible due to the high peak intensities. Generally spoken, highest pulse 

energies as possible are favoured but in practice optical break down phenomena set a limit. 

Optical break down occurs by absorption processes most often at remaining dust particles that 

exist as trace components in many flows. During a break down high light intensities are emitted 

that can damage photo detectors such as image intensifiers or CCD devices. To lower the prob-

ability of optical break down, pulse stretchers are used to lower the intensity but keeping a high 

pulse energy [121]. Another option might be new developments in laser technology allowing 

for programmable pulse length. However, more experience must be gained with regard to long-

term reliability and specifications such as beam profile properties of such systems before final 

conclusions can be drawn. 

The choice of the excitation wavelength (laser emission wavelength) is depending on the spe-

cific application. In general, the Rayleigh and Raman cross-sections increase non-linearly with 

decreasing excitation wavelength (compare equation (34)). However, laser-induced fluores-

cence interfering especially with Raman scattering should be avoided furthermost [126]. As 

electronic resonances of many molecules are located in the ultraviolet region [127, 127], the 

higher cross-sections in the UV can be exploited only for flows consisting of specific compo-

nents non-resonant with the excitation wavelength. In combustion-related research, UV-excita-

tion was exploited for the investigation of hydrogen-air flames [128]. For hydrocarbon-air 

flames, partially oxygenised or polycyclic hydrocarbons might be formed during the oxidation 

process giving rise to signals interfering with Raman bands [126]. Therefore and on the expense 

of lessened cross-sections, an excitation laser wavelength in the visible spectral region needs to 

be used. This loss can be partly compensated by higher laser pulse energies and higher detector 

quantum efficiencies in the visible spectral region.  
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Detection  

Prior to detection, signal radiation is dispersed in case of Raman scattering using most com-

monly a Czerny-Turner type spectrometer or filtered by a narrow bandwidth interference filter 

to reject spurious light in case of Rayleigh scattering. 

Due to low Raman cross-sections, signal intensities especially in Raman thermometry are rather 

low. For this reason a low-noise detector, large solid angle of detection optics and high quantum 

efficiency are mandatory. For 0D-applications photomultiplier tubes (PMT) have been com-

monly used. At the exit plane of a suitable spectrometer for each chemical component at least 

one PMT monitors individual species concentrations. For 1D-Raman applications a two-dimen-

sional array detector is needed (space and wavelength directions). For this reason CCD-detec-

tors are commonly used. The lowest noise level combined with highest quantum efficiency is 

delivered currently by backside-illuminated CCD-array detectors. If a high temporal resolution 

is required and some background luminosity is present such as in flames, an additional fast 

shutter assembly is needed. As exemplified in [129], a fast mechanical shutter with exposure 

times at the order of 10 µs or shorter [130] can be build from rotating slit wheels. 

In case of Rayleigh scattering, the requirements of low-noise and highest quantum efficiency 

detectors are less stringent in comparison to Raman scattering because of the much higher cross-

sections. For 0D applications PMTs are the best solution whereas for 1D- or 2D-applications 

intensified CCD-array detectors (ICCD) are best suited. The intensifier allows short gating of 

the detector suppressing very efficiently spurious light. The filter in front of the detector might 

be either an interference band-pass or a notch (cf. figure 4.5) in case of filtered Rayleigh scat-

tering. 

 

Calibration 

Spectroscopic methods are in general not self-calibrated. Several factors such as probe volume 

size, solid angle of detection, transmission through optical elements or detector quantum effi-

ciency depend very specifically on the individual experimental setup and may in part vary with 

different wavelengths. For this reason calibration measurements have to be performed. Taking 

Rayleigh thermometry as an example, a measured temperature can be expressed relative to a 

calibration condition on the base of equation (37) and the ideal gas law by 

(39) 
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Resolution 

The spatial resolution achieved in any optical diagnostic method depends on the laser beam 

diameter and imaging quality of the optical components imaging the probe volume onto the 

detector. Beam diameters can be reduced using rather short focal length focussing lenses and 

operating the laser in its TEM00-mode. Depending on the specific configuration, spot sizes of 

typically 200µm or less can be easily realized. Using well-designed lenses, imaging of 50 µm 

spots on the detection side is easily possible as well. In typical experimental arrangements of 

single-shot Rayleigh thermometry, a probe volume size of ~(100µm)3 can be therefore routinely 
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achieved. This might be not true for Raman thermometry in general, where optical break down 

often limits the laser spot diameter to values above 200µm.  

In contrast to the very high temporal resolution (submicrosecond regime using quality-switched 

laser pulses) which is often below Kolmogorov time-scales of many practical turbulent flows, 

the smallest scalar structures of these flows given by Batchelor [5] length scales might not be 

resolved spatially. The situation is even worse for fluids with Schmidt-numbers much larger 

than 1. This limited spatial resolution, although much better than typical intrusive probe tech-

niques like thermocouples, can act similar to a low-pass filter and might influence the measure-

ment of local temperatures and, even worse, local temperature gradients in case of 1D- or 2D-

applications. 

 

4.3 Coherent anti-Stokes Raman scattering  

Coherent Anti-Stokes Raman scattering (CARS) [91] belongs to the class of nonlinear, coherent 

processes. A typical experimental sketch is presented in figure 4.9.  

 

Figure 4.9 

Experimental arrangement of a CARS-spectrometer. The dye laser can be either a narrow band 

laser for scanning CARS or a broadband laser for single-shot CARS-thermometry. In case of 

scanning CARS a photomultiplier tube is used at the exit plane of the monochromator, in case 

of the broadband dye laser a CCD-camera is used in connection with a spectrometer. The insets 

show a typical CARS-lineshape function for an isolated transition at low concentration of the 

species under consideration. It is composed of the constant non-resonant background (1), the 

interference contributions with nr (2), (3) and the Lorentzian-shaped resonant part (4) of the 

third order susceptibility (3). 

 

In particular, CARS is advantageous for temperature measurements under difficult combustion 

conditions. The signals of coherent processes are generally strong and emitted in a laser-like 

beam, but the signal generation depends nonlinearly on the concentration of the probe molecules 

and is also intrinsically a nonlinear function of the exciting laser intensities. CARS therefore 
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imposes stronger demands on the laser source such as stability, beam quality and mode struc-

ture, and, since two laser beams are involved, on alignment. For thermometry in air-breathing 

flames, N2 is used preferentially as probe molecule because of its large concentration and the 

complete spectroscopic database. The CARS-technique allows only point measurements; sim-

ultaneous thermometry of an extended line or plane (as in LIF or Raman) is not possible. How-

ever, due to its high accuracy, CARS is often used to define a temperature standard for the 

investigation and validation of other thermometry methods. 

Among the coherent Raman processes CARS is almost being used exclusively in practical com-

bustion diagnostics. In CARS-experiments one fixed frequency (pump) and one broadband 

(Stokes) laser beam in the visible with their frequency difference equal to a Raman allowed 

transition are aligned and focused into the sample to create, in a four wave mixing process, a 

coherent beam at the anti-Stokes frequency (2–), well separated spatially and spectrally 

from all incoming beams. The CARS-radiation then is dispersed in a spectrometer and detected 

with a CCD-camera (figure 4.9). In the non-saturated regime the CARS-intensity at frequency 

CARS =  = 2 –  for an isolated transition [91] in equation (40) 
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is dependent on higher powers of the pump (1) and Stokes (2) laser intensities as well as on the 

square of the number density difference j between lower and upper Raman level of the j-th 

transition. Equation (40) is written for perfect phase matching of the beams, i.e. when 

sig jk k holds and the corresponding signal intensity is maximized. j  is the total broade-

ning rate of the transition and j =   –  – j the detuning from the Raman transition 

frequency. The spectral structure of the CARS-signature over thermally populated levels is con-

tained in the expression of the third-order susceptibility ) (equation (41)), which, therefore, 

is an accurate measure of the gas temperature. This is exploited for thermometry applications 

through least squares fitting of computer generated to experimental CARS-spectral shapes, if 

proper account is taken for the various physical effects contributing to the CARS-spectral sig-

nature, such as coherences in the CARS-pump beams [131], saturation and collisional effects 

[132] or the noise characteristics when broadband Stokes lasers are employed [133]. 

In their pioneering work Taran et al. [134] recorded the first CARS-spectra of molecular hydro-

gen in an atmospheric pressure Bunsen flame using a narrowband scanning dye laser as a Stokes 

beam. Eckbreth et al. [135] introduced single pulse temperature and species measurements by 

using a broadband Stokes dye laser which covers Raman shifts of the whole investigated spec-

tral branch. Species concentrations can be determined from either the integrated CARS-line 

intensity or its spectral shape [136] through calibration measurements and spectral modeling, 

respectively. For low concentrations the (real) nonresonant contribution nr in the susceptibility 

expression (41) is significant and limits the detection sensitivity due to interference with the 

resonant contribution. To illustrate this behaviour, the real and imaginary susceptibility compo-

nents determining the CARS-line shape are depicted in the inset of figure 4.9 for an assumed 

low concentration of the resonant species in a nonresonant buffer gas. 
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Due to the v = 1, J = 0 selection rules in vibrational Q-branch Raman spectra, individual 

lines are closely spaced and one needs different laser dyes to cover the whole Stokes wave-

lengths for detecting different species. Alternatively, Aldén et al. and Seeger et al. excited the 

pure rotational transitions to enable temperature and species concentration measurements made 

by the single shot broadband rotational-CARS (RCARS)-technique [137]. The DCM-laser dye 

covers most of the rotational Stokes shift even for spectra at 1000K or higher and multiple 

species can be detected within the same spectral range as well. Since both, first pump- and 

Stokes beam in the respective level scheme originate from the same Stokes laser, additional 

spectral noise averaging takes place which makes this technique less susceptible to mode noise 

in the laser sources. Problems in this technique are stray light from the pump beam as well as 

lower temperature measurement accuracy at high temperatures. 

Application of N2-CARS-thermometry was shortly highlighted in section 2.5 measuring wall-

normal temperature distributions. 

 

4.4 Example for scalar field measurement: 1D-Raman/Rayleigh applied to turbulent op-

posed jet flames 

Turbulent, non-premixed flames that are stabilized in stagnation point geometries, have been 

studied to gain insights into flame stabilization and turbulent mixing. Partially-premixed and 

non-premixed turbulent opposed jet configurations have been investigated experimentally and 

theoretically as summarized in [122, 117]. Detailed experimental information on these flames 

allows a critical assessment of models for turbulent combustion, as for example mixing models. 

From a computational point of view, the opposed jet configuration offers significant simplifi-

cations since the flow field can be represented reasonably well by a one-dimensional (1D) for-

mulation [138]. Especially for the probability density function (PDF) methods, the 1D-simpli-

fication reduces the stochastic errors by running the simulations with large numbers of Monte 

Carlo (MC) particles, as demonstrated in a previous study of isothermal turbulent opposed flows 

[139]. However, model development was limited due to the lack of an appropriate experimental 

data set containing spatially and temporally resolved results on scalars as well as on velocities. 

To close this gap and to provide data suitable for model validation, temperatures, major species 

concentrations, scalar dissipation rates [117], spatial OH-distributions [140], axial and radial 

velocity components between the nozzles [62] and even inside the nozzles [141] have been 

measured using various diagnostics such as single-shot 1D-Raman/Rayleigh scattering, laser-

induced fluorescence, PIV/PTV/OH-PLIF, high-speed PIV and 2D-LDV. 

The MC-PDF-model used in [139] has been developed in several areas including the incorpo-

ration of a modelled equation for the scalar dissipation rate and an adaptive particle distribution 

scheme. Mixing models have been investigated in detail in partially-premixed jet-flames [24] 

but these models were hardly validated in other flames with simple flow fields. The partially-

premixed turbulent opposed jet flame is distinctly different from commonly studied jet flames 

and exhibits a relatively simple flow field. However, a comparison of MC-PDF-simulations 

with spatially and temporally resolved experimental data, particular on the scalars, have been 

not conducted so far. This section examines the performance of mixing models in a turbulent 

opposed jet. Thus, an assessment of the models for a simple flow different from jet flames is 

provided. Note that for validation purposes the focus here is on temperature, mole fractions of 

main species and the flow field, whereas in [4] the focus is on scalar dissipation rates. 
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Model formulation and numerical method 

As a good approximation the opposed jet flame is described by the 1D-formulation [138] using 

the Reynolds stress model by Launder et al. [142] for modelling the turbulent flow field. The 

scalar dissipation rate is computed directly by its modelled equation [143]. With the mixture 

fraction variance, the mixing frequency is determined without making any assumption about 

the time scale ratio between turbulence and mixing. Monte Carlo simulation is conducted for 

solving the joint scalar PDF with a non-uniform distribution of particles per grid point. This 

distribution is adapted according to the mean temperature profile so that more particles are 

placed in the reaction zone [144]. The resulting non-uniform distribution contains a maximum 

of 1600 particles per grid point near the stagnation plane and 400 particles near the jet nozzle 

exits. As such, the stochastic errors can be reduced without a significant increase in com-puting 

time. 

The 12-step CH4-air reduced mechanism with 16 species developed by Sung et al.[145] is used 

with ISAT [146] to further reduce computing time. Simulations are carried out with several 

mixing models including modified Curl, IEM, EMST [147], and a 1D-flamelet like mixing 

model [144]. The 1D-flamelet like mixing model considers the particles to undergo a 1D-dif-

fusion process resembling the transient flamelet model. Monte Carlo particles in each grid are 

arranged in a 1D-domain according to their respective mixture fraction values. In the 1D-do-

main, the particles are placed with equal distance and the following diffusion equation is solved 

for each scalar  
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where DM is the model diffusion coefficient and K is the total number of scalars. During the 

simulation, DM/L2 is set proportional to the mixing frequency, where L is the size of the 1D-

domain. The proportionality is selected to yield the correct level of mixture fraction fluctua-

tions. 

 

4.4.1 Results and discussion 

Simulations with the modified Curl and the IEM-mixing models lead to flame extinction even 

after the bulk strain rate is reduced to one fifth. Similar findings for the extinction behaviour of 

the modified Curl and the IEM-model are reported by Subramaniam and Pope [147]. Hence, 

results will be presented only from two mixing models, namely the 1D-flamelet like and the 

EMST-model. An analysis of simulation results indicates that in the flame zone, the present 

turbulent opposed jet flame falls into the flamelet regime based on the criterion by Bilger [148]. 

Mixing models, such as the modified Curl and IEM-models, do not have the localness property 

and fail to predict burning flames. In contrast, the EMST-model was developed particularly to 

include the localness leading to results consistent with those from a flamelet like model.  

 

Axial profiles 

Figure 4.10 presents a comparison of experimental and numerical results of velocities.  
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Figure 4.10 

Top: Radial profiles of mean axial velocity W, normalized rms of axial velocity w/W and tur-

bulent kinetic energy k measured by 2D-LDV at z = -13mm (fuel jet). Bottom: Comparison of 

profiles for mean axial velocity and normalized axial velocity fluctuations from experiment and 

simulation. Position z=0 represents the half distance between the nozzles. Notice, that both 

mixing models resulted in almost identical axial velocity profiles. 

 

 

The top of figure 4.10 shows radial profiles of mean and normalized rms of axial velocity as 

well as the turbulent kinetic energy. The velocity exit profile has characteristics in between the 

plug flow and potential flow conditions. Plug flow characteristics since mean radial velocities 

(not shown) are close to zero at z = -13mm, and potential flow characteristics because the mean 

axial velocity profile is not constant but has a minimum at the centerline. While a large constant 

value of approximately 0.1 was found for the normalized fluctuation of the  

axial velocity around the centerline, a slow increase of turbulent kinetic energy can be observed 

towards the nozzle edge. The bottom of figure 4.10 shows comparisons of axial profiles for 

mean and normalized rms-values of the axial velocity component. Except in the region around 

the stagnation point (W = 0m/s), numerical results are in reasonable agreement with the meas-

ured velocity component. Deviations in the vicinity of the stagnation point are at least in part 

due to the LDV-measurements featuring a bias, as seeding densities in the fuel and oxidizer 

flows are not perfectly matched. From a statistical point of view, volume elements from the 

flow with slightly higher seeding density are over represented, resulting in a bias. Since the 

skewness of the axial velocity is largest around the stagnation plane, an over-seeding of the fuel 

stream is likely. However, quantifying this bias as discussed by Korusoy and Whitelaw [149] 

was not attempted so far. Therefore, for model validation purposes the biased stagnation point 

should not be overvalued. The normalized fluctuations approaches infinity where the mean ve-

locity tend to zero. As the predicted and measured stagnation points are at slightly different 

locations, the experimental and numerical results peak at different positions. However, viewing 

the neighbouring regions, one can see that the measured and predicted values at the tails agree 
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within a factor of approximately two. Taking into account the uncertainties in both model and 

measurements, this agreement in the second moments is reasonable.Figure 4.11 shows axial 

profiles of the mean and variance of mixture fraction. The comparisons focus on a region of 

10mmz    since the whole mixing layer remains within this range. The location of the stoi-

chiometric mixture fraction (fstoich = 0.53) and stagnation plane  

(fstag = 0.50) are almost identical, the first is found at 0.1mmz    while the latter is located at 

0.1mmz   . Simulations show a good agreement with experimental findings for both the 

width of the mixing layer and the level of fluctuations. This agreement is independent of the 

mixing model. The peak value of mixture fraction fluctuation 0.33)max(f'   is well matched 

by the simulations, although the predicted maxima are slightly shifted towards the oxidizer 

nozzle. 
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Figure 4.11 

Axial profiles of mean and rms of mixture fraction.  

 

A comparison of temperature profiles is presented in figure 4.12. The peak value in the mean 

temperatures is lower more than 600K than the adiabatic flame temperature. This results from 

flame stretch and the pronounced movement of the turbulent flame, which dithers around the 

stagnation point. Two-dimensional OH-radical distributions [140] measured by planar laser-

induced fluorescence have revealed that the mean reaction zone moves within z = ±1.1mm. 

Subsequently, the temperature fluctuations corresponding to this flame motion are as high as 

600K. The axial profile, as seen in figure 4.12, shows two almost symmetric maxima at the 

axial positions z = ±2mm. The simulations reproduce the mean temperature profile and the 

temperature fluctuations well. The peak values of the mean temperature predicted by both 

EMST and 1D-flamelet like model coincide within 4.5% with experimental data.  At the tails 

of the fluctuation profile simulations indicate a mixing zone 1-2mm wider. The EMST-model 

predicts the local minimum of temperature fluctuations in the vicinity of the stagnation point 

particularly well. 
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Figure 4.12 

Axial profile of mean and rms of temperature.  

 

Scatter plots 

For a more detailed analysis of model performance, figure 4.13 shows scatter plots of H2O- and 

CH4-mass fraction. As both mixing models behave similar, only the scatter plots for the EMST-

model are shown. On the lean side (  53.0;0f ), a satisfying agreement of experimental and 

numerical results is found. In the experiment more scatter is observed. This in parts results from 

experimental error that has been estimated to be 5%, based on calibration measurements in 

laminar opposed jet flames. At this stage already, turbulent mixing seems to be underestimated 

in the PDF-simulation independent of the mixing model. At the rich side, however, especially 

in a mixture fraction range spanning from 0.6 to 0.85, both mixing  

models overestimate the H2O-concentration. These deviations clearly are outside the experi-

mental range of confidence and can be explained by inspecting the CH4-scatter plots. In contrast 

to experimental results, the turning point in the simulated scatter plots is shifted towards the 

rich side by approximately f ≈ 0.15. As seen in figure 4.13, the simulation results are close to 

laminar flamelets for low strain (10s-1 < a < 400s-1). In contrast, the experimental scatter is 

enclosed by flamelets with strain rates ranging from a = 200 to 750s-1. The experimental con-

ditional averages (top row of figure 4.13) are fairly well represented by a laminar flamelet with 

a = 400s-1 over a wide range of mixture fractions. Evidently, the turbulent flame is influenced 

by much higher strain than predicted by PDF-modelling. Correspondingly, at the rich side, sim-

ulated H2O-levels exceed experimental values by far.  
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Figure 4.13 

Scatter plots of H2O- (left) and CH4-mass fraction (right). Top: experiment, middle: EMST-

mixing model, bottom: results from EMST-model close to global extinction. Using experi-

mental scatter plots at f = 1, measurement accuracy can easily be illustrated. Laminar flamelet 

calculations of varying strain rate with full transport are included for comparison.  

 

For the EMST-model the bottom row of figure 4.13 shows scatter plots for conditions close to 

global extinction. Obviously, a much wider range of conditions, especially in the rich part, is 

accessed in comparison to the experiment. The plot reveals that some low strain rate events 

might sustain a flame in simulations, while it is already extinguished at that mean bulk strain 

rate in the experiment. However, the majority of the samples converges against results from 

laminar flamelet calculations with a = 750s-1, the extinction limit for the laminar flame. Con-

trary to turbulent jet flames [24], local extinction and reignition events prior to global extinction 

were found neither for experiment nor for simulations. This is a strong indication that turbu-

lence–chemistry interaction in turbulent opposed jet flames is distinctly different from jet 

flames.  

 

Mixture fraction PDF-distribution 

Detailed PDF-distributions of mixture fraction are compared in figure 4.14 at two locations, 

namely z 0.7mm  and z 0.0mm . These two locations correspond to a rich flame  
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(f ~ 0.71) and a stoichiometric flame (f ~ 0.53), respectively. For the rich flame, the predicted 

shapes by both models are similarly exhibiting a gradual decrease in the PDF from the fuel side 

and an almost uniform distribution once the mixture fraction drops below 0.8. The  

measurements reveal a similar initial decrease in the PDF from the fuel side but have more 

variations for mixture fractions below f = 0.9, resembling a bell shape with its peak at  

f ~ 0.53. For the stoichiometric flame, model predictions show an inversed bell shape while 

experimental data resemble again a bell shape around f ~ 0.5 with two distinct peaks for pure 

fuel and oxidizer. These experimental data reveal the strong intermittent nature between fuel 

and oxidizer and the rapid mixing between them. Compared to experimental data, simulation 

results show a much slower mixing process with less intermittency.  
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Figure 4.14 
Mixture fraction PDFs at a location z = -0.7mm and at z = 0.0mm. Top: experiment, middle: 

EMST-mixing model, bottom: 1D-flamelet like model. 

 

Extinction limit 

Global flame extinction can be viewed as an ultimate test of intense turbulence–chemistry in-

teraction. As mentioned above, global extinction was observed at a bulk strain rate of  

a = 255s-1. Numerically, the extinction limit was evaluated by varying parametrically the bulk 

strain rate via axial inflow velocities in a series of different simulations. In contrast to the ex-

perimental data, extinction in the simulation occurred around a = 560s-1, close to the extinction 

limit of a = 750s-1 from laminar flame calculations. The much higher resistance to flame ex-

tinction is consistent with the high flame temperatures predicted at the rich side.  

 

Assessment of numerical models 

The above comparisons between experimental and numerical results provide a basis for the 

discussion of the performance of various submodels. As the 12-step chemistry has been used 
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previously in modelling partially-premixed jet flames with the same fuel mixture ( = 2), show-

ing good results in the rich parts of flame [24], the reduced chemistry mechanism is believed to 

be adequate. The comparison of mixture fraction PDF in 4.14 suggests that the numerical mod-

els predict a less intermittent flow with a slower mixing process compared to that implied by 

experimental data. The predicted mixing process is influenced by both the flow field model and 

the mixing model used in the PDF-approach as well as by their coupling. The observed strong 

intermittency between fuel and oxidizer is induced by the large flow motions around the stag-

nation plane. A strong intermittency is likely to associate with high turbulence fluctuations. 

Quantities, such as turbulent kinetic energy and axial fluctuation components, are essential to 

provide a critical assessment of model performance. A closer examination of figure 4.10 sug-

gests that the noted discrepancies between experimental and numerical results near the stagna-

tion point could be significant. Due to the uncertainties of LDV near the stagnation point, meas-

urements of the velocity field need to be improved to yield more accurate second moment sta-

tistics to allow for a definite conclusion on the flow field prediction.  

The EMST-model provided good results in modelling local extinction and reignition [24] and 

hence it is capable of modelling strong turbulence-chemistry interactions. Yet, both EMST and 

the flamelet like mixing models yield similar results in the rich parts of the flame. Both mixing 

models require the input of a mixing frequency that is determined only by the mean scalar 

dissipation in the present simulations. At the rich part of the flame, the predicted mean scalar 

dissipation rates are lower than the measured values by a factor of two [4]. In addition, large 

variations in the scalar dissipation rate were measured peaking near f ~ 0.75. From previous 

large-eddy simulations with the transient flamelet model by Pitsch [150], the variation of scalar 

dissipation rate was found to be the key in predicting the proper CO-levels in rich parts of flame. 

If variation was not properly accounted for, the predicted CO-levels were too high in compari-

son to data [150]. Consequently, in addition to the uncertainty in the flow field prediction, future 

model improvements need to include proper treatment of the scalar dissipation rate and its fluc-

tuations. 

 

4.4.2 Conclusions 

Experimental results obtained from scalar and velocity field measurements using 1D-Ra-

man/Rayleigh scattering and two-dimensional LDV were compared to numerical results from 

one-dimensional Monte Carlo PDF-simulations with a 12-step reduced chemistry and different 

mixing models. These comparisons revealed that the property of localness as in the EMST- and 

flamelet like model is essential for describing the mixing processes physically correctly 

whereas the IEM- and modified Curl model failed because of extinction at much too low bulk 

strain rates. Although extinction limits computed with these two mixing models were overesti-

mated by a factor of more than two in terms of bulk strain rates, simulations in general revealed 

a very good agreement for scalar and flow field properties in the physical space. The average 

location and the width of the reaction zone were reproduced remarkably well, whereas devia-

tions of the flow properties observed in the vicinity of the stagnation plane may partly be due 

to uncertainties in the LDV-measurements. Detailed comparisons in the mixture fraction coor-

dinates were carried out, using scatter plots and PDF-distributions. At the lean side experi-

mental and numerical results agreed well, while at the rich side, large discrepancies were found, 

indicating that the nature of both mixing and intense intermittency of the turbulent opposed jet 

flame are underestimated by the numerical model. These findings were supported by mixture 

fraction PDFs. Future model improvements are needed to properly account for the experimen-

tally observed strong intermittency and mixing. Finally, the necessity to validate mixing models 
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in simple flow fields that differ from jet flames, in order to devise generally applicable models, 

was demonstrated. 

 

 

5. Simultaneous flow and scalar field measurements 

5.1 Combined LDV- and OH-PLIF-measurements in swirling premixed flames 

Premixed combustion is of increasing technological relevance due to lower NOx-emissions at 

lean equivalence ratios. A proper design of future low-NOx-combustors depends on more reli-

able numerical simulations of turbulent premixed combustion processes. Although a variety of 

models such as the Bray-Moss-Libby (BML) model [151, 152], the thickened flame model 

[153], the linear-eddy model (LEM) [154, 155], or the G-equation approach [156, 157] have 

been applied in a RANS (Reynolds averaged Navier-Stokes)- or LES (large-eddy simulation)-

context during the last two decades [158], there is still an ongoing scientific debate how to 

model turbulent premixed flames. To check the validity of single unclosed terms in the transport 

equations or to validate integral models determining entire turbulent flames, there is a need for 

experimentally well investigated target flames.  

Whereas much progress has been attained already for non-premixed flames [24], much less 

comprehensive experimental data suitable for model validation of turbulent premixed and strat-

ified target flames exist. Comprehensive studies including flow and scalar field information 

measured by different laser diagnostics in a highly stretched, piloted Bunsen flame are docu-

mented in [159] offering insights into turbulence–chemistry interaction and turbulence struc-

tures. A variety of other experimental studies in different lab-type flames have been conducted, 

for example in turbulent opposed flows [90], low swirl flames [160–162], wire-stabilised 

flames [163, 164] and stratified flames [165–168]. Often the emphasis was on single quantities, 

such as turbulent fluxes that have been measured in jet flames [169, 170], wire stabilized flames 

[171], and bluff-body stabilized flames [171, 71].  For more complex nozzle geometries and 

strong swirling flames, that are important for industrial applications, much fewer detailed ex-

perimental investigations have been performed.  

In modelling premixed combustion the Favre-averaged progress variable c c   has been 

used successfully [172]. The reaction progress c is a normalized temperature given by 

   u b uc T T T T   with T being a temperature and the subscripts “u” and “b” denoting un-

burned and burnt gases, respectively. Flamelet-based models relying on the progress variable 

assume an infinite thin flame structure. This directly implies c to be a step function between 

unburned and burnt gases with a bimodal probability density function (PDF) [173]. Different 

planar laser diagnostic methods such as filtered Rayleigh scattering [171] or planar laser in-

duced fluorescence (PLIF) for detection of spatial hydroxyl radical (OH) distributions [169, 

170] have been used to measure mean spatial distributions of reaction progress directly. 

Alongside the mean reaction term, the transport equation of c  exhibits the turbulent scalar flux 

𝜌̅𝑢′′𝑐′′̃ that  needs to be modelled [174]. Within the formalism of the BML-model the axial 

turbulent flux of c  is expressed by [172] 

(43) 𝜌̅𝑢′′𝑐′′̃ = 𝜌̅𝑐̃(1 − 𝑐̃)(𝑢𝑏̅̅ ̅ − 𝑢𝑢̅̅ ̅) . 



 

 

 

79 

The quantities bu  and uu  denote conditional mean axial velocity components within the burnt 

and unburned gases, respectively. Equivalent equations apply for the two other directions. 

Counter-gradient diffusion, associated with thermal expansion and acceleration of fluid passing 

the interface dividing unburned and burnt gases exists when b uu u leading to 𝜌̅𝑢′′𝑐′′̃ > 0. 

Gradient diffusion occurs when b uu u  and the flux is assumed to be down the gradient of c .  

For rather weak turbulent premixed flames counter-gradient diffusion has been observed ex-

perimentally as summarized by Veynante et al. [174]. Gradient diffusion is expected to take 

place when the flame is dominated by turbulent motions rather than thermal dilatation due to 

chemical reactions. Based on direct numerical simulations of flames exposed to isotropic tur-

bulence, these two regimes of gradient and counter-gradient fluxes have been predicted [174]. 

With the turbulence intensity u´, the laminar flame speed sL, the heat release factor 

 b u uT T T   , and the efficiency function  both regimes of turbulent transport can be dis-

tinguished by: 

(44)  

1  counter-gradient diffusion
2

1  gradient diffusion.
2

L
b

L
b

s
N

u

s
N

u


 




 



  

According to this criterion high values of the ratio Lu s and low heat release factors favour 

gradient diffusion. The efficiency function  is dependent on the length scale ratio Lt/lF (with 

Lt the integral length scale and lF the laminar flame thickness). Decreasing Lt/lF promote an 

increase of Nb and thereby counter-gradient diffusion. A crossover from a counter-gradient re-

gime to a gradient regime has been proven experimentally [170] for a piloted Bunsen-type nat-

ural-gas/air flames with various equivalence ratios and turbulence intensities. In a different 

study investigating wire and bluff-body stabilized CH4/air flames [171], regimes of gradient 

and counter-gradient diffusion have been observed depending on local flame conditions.  

The overall motivation for this chapter is to measure the turbulent flux for the premixed swirl 

flames presented in section 2.2. Strong swirl and high ratios of Lu s  are used. By varying the 

Re-number between 10000 and 29900 the regime of thin reaction zones and corrugated flame-

lets is accessed. Turbulent flux is deduced from combined laser Doppler velocimetry (LDV, 

section 3) and OH-planar laser-induced fluorescence (PLIF, section 4). Hereby, OH-contours 

are interpreted as interfaces between burnt and unburned gases.  

 

5.1.1 Optical setup and synchronisation of simultaneous LDV- and OH-PLIF-measure-

ments 

According to equation (43) the measurement of the turbulent flux rests upon conditional ve-

locities. In the present study LDV and OH-PLIF have been therefore applied simultaneously. 

The transient OH-contour deduced from single-shot PLIF-images was used to determine the 

radial displacement r  of the actual velocity measurement from the turbulent flame front al-

lowing designation of conditional velocities. These simultaneous measurements were restricted 

to a few selected locations within the flame brush as the repetition rate of the optical method 

was terminated by the read-out times of the ICCD used within the PLIF-setup.  
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Close to a flame front LDV-seeding particles can be exposed to large temperature gradients. 

Thermophoretic effects might therefore influence the measured gas velocities. Thermophoretic 

velocities TPu normal to the flame front and down the temperature gradient  can be estimated by 

0.5TP

T
u

T


  [175] with the kinematic viscosity . In [170] TPu was deduced from strained 

laminar flame calculations. For stoichiometric conditions thermophoretic velocities are below 

0.09ms-1 and can be therefore neglected in comparison to convection velocities. 

For OH-PLIF a tuneable KrF-Excimer laser (EMG 150 Lambda Physik) was used to excite the 

P1(8)-line within the A2Σ  X2Π (3, 0)-band. By a f = 1000mm cylindrical lens a 17mm high 

and 0.5mm thick light sheet was formed in the measurement plane intersecting the flame at its 

vertical symmetry axis. Using a 105mm f/4.5 UV-lens, non-resonant OH-fluorescence within 

the (3, 2)-band around 295nm was imaged perpendicularly to the laser pointing onto a 

1300x1300 pixel, thermoelectrically cooled, and intensified charge-coupled device (ICCD, Pi-

Max, Roper Scientific). In front of the ICCD-camera a band pass filter (central wavelength 

297nm, FWHM ~45nm, arrangement build out of four dichroic mirrors) was placed. Gating the 

intensifier with 200ns long exposure times prevented any spurious radiation from the laboratory 

environment and flame chemiluminescence. By limited interline transfer rates, the camera read-

out times were restricted to two samples/sec determining the overall repetition rate of simulta-

neous LDV/PLIF-measurements.  

LDV is random and intermittent in nature. For this reason validated Doppler bursts have been 

used as master trigger in the experiment. To avoid any feedback on the LDV-signal pro-cessing 

by electrical interferences from the thyratron, the excimer laser and the ICCD-camera were 

triggered 5µs after a validated LDV-burst. According to section 3.3 [8] integral time scales 

were measured to be of the order of 0.17 to 1.12ms, depending on the case and the location 

within the flow field. This is sufficiently larger than the 5µs time lag between the LDV- and 

OH-PLIF-measurement. From this point of view the LDV- and PLIF-measurements can be 

taken as simultaneously. Allocation of PLIF-shots and validated LDV-signals was achieved by 

synchronized masterclocks within the PC recording the PLIF-data and the LDV-controller.  

Due to the presence of seeding particles the intense excimer laser pulses excited laser-induced 

incandescence (LII) in addition to the OH-fluorescence. As LII exhibits a wide spectral distri-

bution of thermal radiation, the ICCD, although band pass filtered, detected significant amounts 

of LII-signals. For this reason seeding density was reduced furthermost to keep cross-talk and 

spectral interferences at minimum. However, data post-processing described below was still 

crucial to discriminate OH-PLIF- from LII-signals. 

For LDV a conventional fiber-optic system was used in backscatter mode (Dantec) recording 

two velocity components employing a multi-line Ar+-laser (Coherent). The measurement vol-

ume extended approximately 1mm in length and 80µm in cross direction, respectively. Doppler 

bursts were evaluated electronically (controller TSI IFA 750).  Magnesium oxide (MgO) served 

as seeding material. This choice was motivated by its thermal stability and small slip. Point-

wise axial and radial velocity components were measured within selected locations in the flame 

brush. The overall error of the mean conditional velocity components shown in the results sec-

tion was ~ 3%.  

Figure 5.1 shows the experimental setup for the combined OH-PLIF- and LDV-measurements. 

For each axial height, the LDV-measurement position was fixed at a radial position LDVR  cor-

responding to a location of high probability to find the OH-contour. The angle between pointing 

of the LDV-probe and the PLIF-laser sheet was 81°. So far the resulting bias for the radial 
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velocity component at order of 4% was not accounted for in the following treatment. Typically, 

up to 25000 statistically uncorrelated samples suitable for the determination of conditional ve-

locities were recorded. This large number of data is crucial to allow for detection of small 

changes in mean conditional velocities. Notice, that the actual number of recorded samples was 

much higher as approximately 20% of the samples were rejected due to too strong interference 

from LII (compare figure 5.2). 

 

Figure 5.1 

Experimental setup for combined LDV- and OH-PLIF-measurements based on conventional 

equipment. 

 

5.1.2 Data post-processing 

Electronic excitation of OH was based on the rather weak (3-0)-band within the A-X-electronic 

system. This necessitated intense UV-radiation around 248nm that led to strong LII-signals in 

the particle-laden flow. In many cases LII was not observed at the LDV-measurement location, 

as one would expect, but randomly distributed in the imaged area. Presumably measurable LII 

stemmed from large (clustered) seeding particles that exceeded the LDV-fringe separation (< 

4µm). Particles substantially larger than the fringe separation decrease the contrast in the LDV-

burst and are not validated.  

Generally, a distinction between OH-PLIF- and strong LII-signals was possible because of the 

high LII-signal levels. This enabled the usage of an intensity-threshold to distinguish LII from 

OH-PLIF. After subtraction of the dark current and normalization on the laser intensity profile, 

the areas showing LII-signals were set to zero in the original image. The image was converted 

subsequently into a binary image by using a threshold 50% of the maximum observed OH-

PLIF-intensity. By using a-priori-knowledge regarding the rough flame location, the OH-inter-

face dividing hot products and unburned gases was reconstructed by finding the edge in the 

binary image. Remaining noise was smoothed by a 3x3 pixel median filter. Finally, a spatial 

resolution of 300µm was achieved. Figure 5.2 summarizes the steps from the intensity image 

to a contour plot. The intensity-image shows a typical occurrence of LII that was successfully 

removed by image post-processing. 
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Figure 5.2 

Top: Original intensity image showing OH-PLIF- and LII-signals (marked by an arrow) at 

much higher signal intensities. The image corresponds to 50.8x10.2mm. Bottom: Interface di-

viding hot and cold gases reconstructed from the OH-intensity image resulting in an OH-con-

tour. The spatially fixed LDV-measurement location is marked by the white cross. 

 

5.1.3 Results and discussions 

Planar distributions of OH-radicals are used to locate the flame brush and the mean reaction 

progress. For this purpose instantaneous two-dimensional OH-contours (as presented in figure 

5.2) are ensemble averaged resulting in a two-dimensional histogram. This histogram provides 

the Reynolds mean progress variable c [169] from which the extension of the flame brush and 

the spreading rate of the flow can be derived. 

For the 30kW-case, the left hand side of figure 5.3 presents a radial cut through the two-dimen-

sional histogram at an axial height of x = 30mm. Obviously, the distribution is almost symmetric 

(notice, further downstream slight asymmetries occur towards the unburned gases that are due 

to imperfections in the data post-processing removing parasitic effects from LII). Using results 

from a Gaussian fit (not shown), the probability to measure the OH-contour tops at r = 26.5mm. 

According to the thin flame assumption this histogram can be identified as the probability to 

find burnt or unburned gas mixtures, respectively. For radii smaller than 26.5mm hot products 

occur in average whereas further outside cold gases are present more often. Within this concept 

any finite rate chemistry effects are neglected and the temperature of hot products is given by 

the adiabatic flame temperature Tb of the gas mixture. It is worth mentioning, that local equiv-

alence ratios can differ significantly from the gas mixture emana-ting from the nozzle caused 

by secondary air entrainment. In an ongoing effort secondary air entrainment is measured by 

one-dimensional Raman/Rayleigh spectroscopy but is not consi-dered any further here.  

hot cold 
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Figure 5.3 

Left: One-dimensional histogram obtained by a radial cut through the ensemble averaged 2D-

OH-contours at an axial height of x = 30mm. The vertical dashed line marks the average posi-

tion of the cold–hot interface. For this distribution 16000 OH-PLIF-single-shots have been pro-

cessed. Right: Mean reaction progress resulting from integration of the figure at the l.h.s. The 

arrow marks the spatially fixed position of LDV-measurements ( LDVR ) taken at this respective 

height.  

 

By integrating the mean reaction progress,  c r  can be obtained from the normalised histo-

gram. The result is shown at the right hand side of figure 5.3 and can be interpreted as a non-

linear transformation of laboratory into flame coordinates. A value of 0.5c  corresponds to 

the average location of the cold – hot interface (r = 26.5mm) at this axial height. The separation 

between 0.1c  and 0.9c  can be taken as the radial extension of the flame brush. For the 

30kW-case the width is increasing from 10.5mm at x = 30mm to approximately 28mm at x = 

50mm. The spreading rate of the flame can be quantified by the radial position of the 0.5c -

values ( 0.5cr  ). As stated above, at x = 30mm in average the flame is positioned at 0.5cr  

26.5mm. Downstream the corresponding positions are 0.5cr   35mm at x = 40mm and 0.5cr  

42mm at x = 50mm. 

As described in the previous sections, axial (u) and radial (v) velocity components were meas-

ured simultaneously with the spatial OH-distribution tagging the interface. For instantaneous 

realisations, the radial displacement r  of the actual LDV-measurement location from the 

cold – hot interface was determined. Results of these measurements can be accor-dingly termed 

conditional velocities uu , bu , vu , and vb . For PSF-30 at various axial heights conditional 

mean velocities are shown in figure 5.4. Data are binned in 4mm wide intervals (symbols). 

Additionally a floating average is presented (lines). Varying radial LDV-measurement locations 

for each height are specified in table 5.1. Obviously, for the axial velocity component at low 

axial heights b uu u . Further downstream this turns around and for  

x = 50mm b uu u . This crossover is not observed for the mean conditional radial velocity com-

ponent. For all locations investigated, radial velocities for the cold gases exceed the hot gas 

velocities. 
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Figure 5.4 

Conditional velocities measured at various axial heights for the 30kW-case. Different lines rep-

resent results from a floating average, symbols represent results from fixed 4mm wide bin in-

tervals. Measurement locations RLDV are listed in table 5.1. Left: Mean axial conditional velocity 

component. Right: Mean radial conditional velocity component. 

 

Table 5.1 

Favre-mean fluxes. LDV-measurement locations at different heights correspond to various val-

ues of the mean reaction progress. Counter-gradient diffusion is apparent for positive fluxes. 

  20mm 30mm 40mm 50mm 

LDVR  [mm] 24 29 34 38.5 

c  [-] 0.34 0.22 0.57 0.66 

𝑢′′𝑐′′̃ [ms-1] -0.033 -0.008 0.004 0.026 

𝑣′′𝑐′′̃ [ms-1] -0.020 -0.004 -0.016 -0.017 

 

For a more detailed discussion, conditional velocities in the vicinity of the cold–hot interface 

are considered now. For this purpose conditional velocities are ensemble averaged within 

2.5r   mm wide stripes. For the lowest axial position at x = 20mm, stripe-conditioned ve-

locities in the burnt region are lower than in the region of unburned gases. The axial component 

decreases from uu  6.0ms-1 to bu  5.5ms-1. This corresponds to a 9%-change of the condi-

tional axial velocity across the interface. The corresponding values for the radial velocity com-

ponent decrease from 0.6 to 0.3ms-1 (50%). At this location turbulent velocity fluctuations ex-

ceed variations of the velocity induced by gas expansion effects. At x = 30mm the differences 

between uu  and bu  decreased already to 0.2ms-1 or 3% which is at the same order of magnitude 

as the experimental error. However, the relative changes in the conditional radial velocity did 

not change significantly. Further downstream, at x = 40mm, the mean conditional axial velocity 

component is nearly independent on r , whereas the radial component still exhibits higher 

velocities at the unburned side of the interface. For the same width of the stripes, the radial 
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velocity component decreases already by nearly 15%. At x = 50mm the value of uu  equals 

7.0ms-1, slightly below bu  7.15ms-1. The trend from b uu u at x = 20mm to b uu u at x = 

50mm is in contrast to the progression observed for the radial component where  v v 0b u   

remains, independent on the axial position. The different behaviour for axial and radial velocity 

components at x = 50mm indicates that gas expansion effects can dominate axially whereas in 

radial direction turbulent fluctuations determine the direction of turbulent transport. 

The experimental data can be used to determine two components of the turbulent flux presented 

in equation (43). For this purpose the corresponding stripe-conditioned axial and radial velocity 

components are used. In conjunction with Favre-averaged reaction progress  

 (45) 

 1b

u

c
c

c c


 


  [170], 

Favre-mean fluxes can be calculated and are listed in table 5.1. For each axial location the fixed 

LDV-measurement location LDVR  (compare arrow at r.h.s. of figure 5.3) corresponds to a cer-

tain value of the mean reaction progress c . 

Whereas for the Favre-mean radial flux in all cases gradient diffusion was observed, for the 

axial component a cross-over from gradient diffusion at x = 20mm to counter-gradient diffusion 

at x = 50mm was apparent.  

These experimental results can be used to check the validity of the criterion introduced in [174] 

and presented in equation (43). The efficiency function  was introduced to take into account 

the variable ability of turbulent eddies to act on the flame front and is dependent on the length 

scale ratio Lt/lF. For the configuration under investigation, longitudinal and transversal length 

scales have been measured by two-point LDV [8]. Longitudinal length scales at the nozzle exit 

plane L11,x=1mm were between 6 and 8mm, depending on the radial position. Due to viscous 

forces this length scale in general increases axially. Therefore length scale ratios Lt/lF, using the 

laminar flame thickness lF from table 2.3, exceeded clearly values of 20. According to figure 

15 in [174] for values Lt/lF > 20 the efficiency function  is approximately unity. Within the 

flame brush the ratio between turbulence intensity and laminar flame speed, Lu s , does not 

vary significantly between x = 20 and 50mm ( 5.5Lu s  ). With the heat release factor  (ne-

glecting any effects of secondary air entrainment on adiabatic flame temperature) one finally 

finds that 0.5
2

L
b

s
N

u


 


, approximately independent of the axial heights considered. This 

value implies higher velocities in the unburned regions ( , v , vu u b bu u ) and thus gradient dif-

fusion. This provision is in agreement with conditional mean radial velocity measurements, but 

for the axial component the trend from u bu u  to u bu u  is not in accordance with the DNS-

based predictions. Notice, that isotropic turbulence was assumed for the DNS-calculations but 

the present experimental configuration shows clearly anisotropic features. However, due to the 

small relative changes observed for the conditional axial velocities that are at the same order of 

magnitude as experimental uncertainties, for swirling flames a final conclusion on the validity 

of the criterion proposed in [174] can not be drawn. More work and especially velocity meas-

urements with even less experimental uncertainties are needed to fully understand the transition 

from gradient to counter-gradient diffusion. Additionally, an investigation of the tangential ve-

locity component is desirable and is planned in a future experiment. 
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The influence of increasing Re-number on conditional axial velocities is shown in figure 5.5 

for a selected height at x = 20mm. Except of the Re-number, that has been increased from 10000 

(PSF-30) to 29900 (PSF-90), all other parameters have been kept constant. The much higher 

absolute turbulence levels clearly promote gradient diffusion. The relative change of the stripe-

conditioned axial velocity component across the cold – hot interface increased from 9% for 

PSF-30 to 28% for PSF-90. This strongly supports the findings from previous studies that gra-

dient diffusion is promoted by increasing ratios of Lu s . Consequently, flames classified in the 

regime of thin reaction zones show more likely gradient diffusion than corrugated flames. 
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Figure 5.5 

Comparison of conditional mean axial velocities for different Reynolds-numbers. The Re-num-

bers for PSF-30 and PSF-90 were 10000 and 29900, respectively.  

 

5.1.4 Conclusions 

Joint velocity/scalar measurements have been performed in swirling premixed natural gas/air 

flames with two Reynolds-numbers using combined laser Doppler velocimetry and planar laser-

induced fluorescence. For various locations in the flame brush conditional mean axial and radial 

velocities have been measured. The focus of the discussion was on stripe-conditioned velocities 

in the vicinity of the cold – hot interface that was tagged by two-dimensional OH-distributions. 

In general and in accordance with previous investigations, high levels of turbulence promote 

gradient diffusion. For this reason turbulent fluxes of flames within the regime of thin reaction 

zones are more likely dominated by gradient diffusion. However, mean conditional axial and 

radial velocity components can exhibit different schemes of turbulent transport. It was shown 

that with increasing distances from the burner for the axial velocity component a crossover from 

gradient to counter-gradient diffusion takes place whereas the radial component constantly 

shows gradient diffusion. The cross-over from gradient to counter-gradient diffusion is shown 

to be in disagreement to a criterion deduced from previous DNS-calculations. It should be con-

sidered that the DNS-data were obtained for homogeneous isotropic turbulence, not matching 

the conditions of the present turbulent flow. However, a final conclusion on the validity of the 

DNS-based criterion should not de drawn from the current data because of these different flow 

characteristics. Furthermore, the behaviour of the conditional tangential velocity needs to be 

studied in future experiments as well. 
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The present study is part of an ongoing effort. Flow and scalar field are characterised in detail 

using various laser diagnostics such as Raman/Rayleigh spectroscopy, laser-induced fluores-

cence, laser Doppler velocimetry, and particle imaging velocimetry. This data base already 

serves for validating numerical simulations such as LES [176]. 

 

5.2 Combined PIV- and OH-PLIF-measurements in partially-premixed turbulent op-

posed jet flames 

Recent improvements in combustion technology are built on an advanced understanding of 

physical and chemical processes underlying turbulent flames. As outlined in the introduction 

this knowledge is usually gained from generic configurations such as turbulent jet [177], op-

posed jet [117] or bluff-body stabilized [8, 178] flames. While stable non-premixed flames are 

well studied and are most accessible for deterministic numerical simulations [158], transient 

phenomena such as flame extinction, founded on the complex interaction between turbulent 

mixing and chemical reactions, are much less understood [24]. 

In non- and partially-premixed flames, the scalar dissipation rate was identified as a suitable 

measure to quantify finite rate chemistry effects [13]. Using 1D-Raman/Rayleigh scattering 

[118, 117] or combined 2D-Rayleigh/planar laser-induced fluorescence (PLIF) [179], scalar 

dissipation rates were measured in hydrocarbon-fueled piloted jet and opposed jet flames. As 

scalar dissipation rates in reaction zones are determined by local properties of the turbulence 

field such as strain or vorticity in the region of the reactive mixing layer, additional conditional 

flow field measurements relying on combined flow/scalar measurements are imperative. 

Although simultaneous Raman/Rayleigh/laser Doppler velocimetry (LDV) approaches were 

shown to be feasible [180, 181], the data rate precludes building up a statistically reliable data 

base. Instead, a simultaneous application of particle imaging velocimetry (PIV) and a visuali-

zation of the reaction zone by PLIF is preferable because the presence of seed particles impacts 

much less on the fluorescence signals. Furthermore, the two-dimensional nature of PIV pro-

vides estimates of vorticity and dilatation. Transient locations of the reaction zones can be iden-

tified by radical distributions such as OH or CH measurable by PLIF and serve to deduce local 

flow field properties conditioned by the reaction zone [182, 183, 64]. 

Turbulent opposed jet flames are prominent configurations for studies of flame extinction [90] 

as summarized recently in [117]. Mean scalar dissipation rates can be easily increased by in-

creasing the momentum of the impinging gas flows. Hence, these flames can be operated very 

close to extinction. However, conditional flow field properties, as demonstrated in [184] for 

premixed stagnation-type flames, in the vicinity of the reaction zone influencing local scalar 

dissipation rates were not measured for non- or partially-premixed opposed jets.  

The inhomogeneous density fields associated with combustion pose a challenge for PIV-appli-

cation. In the exhaust gas regions seeding particle densities are reduced approximately by 

burnt unburned   with  being the density. For example, in [185] this was compensated by ex-

tremely high seeding densities that inhibited PIV-data processing in unburned regions. Conse-

quently it is impossible to achieve velocity vectors with the same resolution in the burnt and 

unburned regions with standard PIV-algorithms. For the opposed jet configuration flame char-

acteristics like the extinction limits, in addition, are very sensitive to disturbances such as radi-

ative heat losses by seed particles. This requires low densities of seeding particles, reducing the 

achievable spatial resolution of PIV, particularly in the exhaust regions. To avoid a significant 

alteration of the extinction limits and to provide a sufficient spatial resolution, velocities in the 
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burnt gas regions are deduced in the present study from a particle tracking algorithm (PTV), 

while upstream of the flame PIV is used. A single-shot illustration of this procedure for an 

extinguishing flame is discussed subsequently (figure 5.6). 

 
Figure 5.6  

Single-shot of OH-PLIF and PIV/PTV during flame extinction showing the transient OH-dis-

tribution (white areas) and velocity vectors resulting from the PIV-algorithm outside the OH-

layer and the PTV-algorithm inside the OH-layer. Outside the OH-layer the vorticity field is 

shown in shades of grey. The edge of the extinguishing flame including the local flow and 

vorticity field is inset. At the left the definition of the conditional coordinate z* is highlighted. 

As the PIV-interrogation areas are fixed to the upper and lower OH-contour and of a certain 

size, the PTV-area is divided into 4 subregions while the origin of z* is located at the middle 

of the OH-zone.  

 

To allow comparison to 1D-Raman/Rayleigh measurements and to complement the data base 

of [117, 140] suitable for combustion LES-validation, the identical burner shown in figure 2.1 

and operational points including those from [117] are used. Since conditional scalar dissipation 

rates were previously measured, it is crucial to relate the PIV/PTV-measurements to the transi-

ently intermitting reaction zone of the turbulent flame. This is accomplished by recording OH-

distributions by PLIF simultaneously with PIV/PTV. With the help of flamelet models for in-

stance the Raman/Raleigh results can be conditioned on the OH-zone as well. Conditional flow 

field statistics are reported for varied equivalence ratios of the fuel jet and two different Reyn-

olds-numbers, including on and off-axis data evaluation of the large data base. 

 

5.2.1 Optical setup 

The combined PIV/PTV/OH-PLIF-setup is shown in figure 5.7. Two separate laser systems 

were used. The laser beams were formed into sheets and overlapped to illuminate a planar re-

gion of the flame cutting the vertical centerline of the burner. For OH-PLIF, a frequency dou-

bled Nd:YAG-laser (Pro270, Quanta Ray) pumped a dye-laser (Sirah Precision Scan). After 

frequency doubling of the tunable radiation, the UV-laser beam was formed into a sheet with a 

height of 16mm and a thickness of ~250µm in the probe volume region. OH was excited via 

the R1(8)-transition of the (0,1)-band in the A-X-system at 281.3nm with a temperature-insen-

sitive population distribution. Fluorescence from the A-X (1,1)- and (0,0)-bands was detected 

using a UV-lens (Nikkor, f = 105mm, f/# = 4,5), a dichroic long pass filter and two WG305-

filter (Schott) in front of an intensified CCD-camera (Roper Scientific, PiMax, 1300x1340 pix-

els). The field of view was 20x20mm2 and the measured resolution 70µm. After background 
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subtraction and correction for laser profile variations, OH-contours were deduced using a 

threshold-method. Variations in the contour detection were insensitive to the findings discussed 

below. 

 
Figure 5.7 

Optical layout for simultaneous PIV/PTV/OH-PLIF-measurements. 

 

Due to the slow three-body recombination rates of OH, the use of OH-PLIF as a reaction zone 

marker has been questioned [186]. It has been shown additionally that OH-mole fractions show 

a similar but retarded dependence as heat release on increasing strain [90]. However, laminar 

opposed-jet flamelet calculations [140] yielded that the lower OH-boundary can be considered 

as an approximate reaction zone marker in the opposed jet configuration. 

The beams of two frequency doubled Nd:YAG-lasers (New Wave) were overlapped to provide 

successive illumination for PIV/PTV. The energy in each pulse was set to 40mJ and the pulse 

separation was t = 50µs. In the probe volume the light sheet had a height of 24mm and a 

thickness of ~600µm. A frame-transfer-CCD (PCO, 1376x1040 pixels) was used with an im-

aged area of 20x24mm². Cameras for PIV/PTV and PLIF were aligned using a backside-illu-

minated mask consisting of a 2D-array of 90 holes each with a diameter of 150µm. De-warping 

and identification of corresponding pixels on both CCDs was accomplished based on this mask 

in a post-processing step. 

For the combined PIV/PTV-approach dry MgO with a mean diameter of about 1µm was used 

as seed material. Approaching the reaction zone the particle temperature increased causing ad-

ditional radiative heat losses. This disturbance impacted the flame as seeding was increased and 

shifted the extinction limit to lower Reynolds-numbers relative to un-seeded flames. To assure 

that changes in extinction limits were less than 5%, the seeding density of approximated 8g/Nm³ 

gas was controlled carefully. Two seeders were installed to seed both jets individually. To as-

sure stable and reproducible seeding densities, a combination of static meshes and rotating 

brushes were installed at the bottom of a MgO-storage tank. The speed of the motor driving the 

rotating brushes determined the seeding density. Mie scattering intensities 3mm downstream of 
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the nozzle exits were monitored to achieve as much as possible constant and equal seeding in 

both jets. 

 

5.2.2 PIV/PTV-data post-processing 

The PIV-data processing is performed on a regular grid consisting of 3232 pixels (or 1616 

pixel) with a resolution of 600µm (300µm) and fixed to the OH-front. In a first step a standard 

PIV-algorithm using multi-pass interrogation with window-shifting and three-point Gaussian 

subpixel interpolation is used [187]. Starting with interrogation areas of 6464  

pixels, the initially determined displacement is used as an estimate for successively smaller 

subregions of size S = 32 and 16 pixels each side. This improves the search for spatially refined 

correlations. Efficient noise was applied as outlined in section 3.1.3. 

To relate the PIV/PTV-measurements to the transient reaction zone of the turbulent flame and 

to avoid a bias due to different seeding densities in cold and hot gases, simultaneous contribu-

tions from the reactant and product regions to the velocity vector resulting from a single PIV-

interrogation area must be avoided. For each image, a coordinate system is introduced that is 

fixed to the reaction zone at the radial position of current interest as deduced from the OH-

image. Starting from the upper OH-contour, flame-fixed axial coordinates zu* are positive, and 

starting from the lower OH-contour, flame-fixed coordinates zl* are defined as negative. Thus, 

z* denotes the flame-fixed axial coordinate and displacements are determined on a shot-by-shot 

basis relative to the reaction zone. The definition of the flame-fixed coordinate system is visu-

alized by the insert left of figure 5.6. The mean of the instantaneous upper and lower OH-

contours in the laboratory system are located at zupper OH-contour = 1.4, 1.9, 2.7 and  

zlower OH-contour = 0.2, 0.5, 1.6mm for the flames TOJ2D, TOJ2C, and TOJ1C, respectively, with 

z being the laboratory coordinate system. These positions are assigned by vertical lines in  

figures 5.8, 5.9 and 5.11 where the focus is on a region z* = ±6mm.  

Seeding densities are reduced significantly in the burnt gas regions by approximately 85%. 

Since successful PIV-post-processing relies on the statistical average of about 10 particles per 

subregion [50], the PIV-algorithm outlined above would be accessible only on a grid con-sisting 

of at least 4848 pixels. Higher seeding densities are, as discussed, prohibitive because of their 

impact on flame characteristics. Therefore particle tracking velocimetry (PTV) is used in re-

gions with high temperatures where the seeding density is low. An initial guess for velo-city in 

the PTV-regions is obtained from the PIV-algorithm using a 3232 pixels subregion after spu-

rious vectors are removed and replaced by interpolation. Identification of single particles is 

done in the first PIV-image. Subsequently, subregions of 55 pixels are centered around the 

currently considered particle in the first image and the respective location in the second image 

deduced from the initial guess of the velocity vector. A cross-correlation is applied resulting in 

an improved estimation of the single velocity vector. Finally, the OH-layer at the radius of 

current interest is subdivided into four squared subregions and PTV-results in the corresponding 

subregions are statistically averaged. For the case of TOJ2D, these re-sulting subregions are S 

= 16±4 pixels each side (this corresponds to an average thickness of the OH-layer of 

1.2±0.3mm). Obviously, PTV and PIV exhibit very similar spatial resolution. However, with a 

reduced PTV-subregion of 33 pixels, PTV-results proved to be consistent with PIV-data prior 

to the reaction zone as demonstrated in Fig. 5.8.  
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Figure 5.8 

Mean axial (W) and radial (V) velocities of flame TOJ2D at r = 4mm conditioned on the tran-

sient OH-contours. The abscissae, z*, is a spatial coordinate fixed to the transient OH-contours. 

The vertical lines denote the location of the upper and lower mean OH-contours and their sep-

aration is the mean thickness of the OH-layer. Axial velocities are positive when pointing in 

+z*-direction. Radial velocities are positive when pointing away from the centerline. PTV-re-

sults are extended into the region of unburned gases for comparison to PIV. 

 

PTV is more accurate and precise than correlation-based PIV-algorithms, comparably insensi-

tive to out-of-plane motion and accepting of larger velocity gradients [188]. However, thermo-

phoretic effects are inherent to any velocimetry relying on seed particles [189]. Thermophoretic 

velocities uTP normal to the reaction zone and down the temperature gradient can be estimated 

by 0.5TPu T T  [175] with the kinematic viscosity . For stagnation point flows such as 

turbulent opposed jets, thermphoretic effects are considerable. According to estimations by 

Sung et al. [190] in a comparable opposed jet configuration uTP is 0.15ms-1 at worst for the 

flame TOJ2D. 

In summary, the flame-fixed coordinate system and the improved PIV-algorithm for un-reacted 

gases in connection with PTV in the vicinity of the reaction zone is a suitable way to deduce 

conditional flow field properties in flames. This holds even more in flames highly sensitive to 

external disturbances by seeding. The following results comprise for each flame up to 2000 

PIV/PTV/PLIF-single-shots. 

 

5.2.3 Results and discussions 

In this section, conditional flow field properties are shown along the centerline (r = 0mm) and 

one off-centerline location at r = 4mm. All velocities, vorticity, dilatation or strain rates are 

shown as values conditioned on the instantaneous flame location. 

Mean and fluctuations of the axial and radial velocity components as well as mean vorticity and 

dilatation are presented in figure 5.9 for flames TOJ1C, TOJ2C and TOJ2D listed in table 2.1 

and 2.2. This figure exhibits results only from PIV-data post-processing using a 3232 pixel 

resolution. The absolute value of the mean axial velocity component W  decreases almost 

constantly approaching the respective OH-contour. As expected for higher bulk exit velocities 

(TOJ2D) the profiles show a steeper slope which is independent on the radial position. For the 



 

 

 

92 

same Re (TOJ1C and TOJ2C) but different fuel mixtures (= 3.18 and 2.0) the profiles coin-

cide. The mean radial velocity (V) centerline profile shows constant values independent of the 

axial displacement from the respective OH-contour. On the air-side V is very close to V = 0ms-

1 as expected but on the fuel side a slight deviation from zero is observed (TOJ2D: 0.2ms-1; 

TOJ1C, TOJ2C: 0.1ms-1). This indicates small imperfections of the symmetry of the flow sys-

tem that are increased slightly for higher Re. Consistently higher mean radial velocities are 

observed for the off-axis profiles at r = 4mm. The enhanced mean radial velocities on the fuel 

side are due to the higher exit velocities of the methane/air mixture which are required to bal-

ance the higher density of the air in order to achieve an equal momentum for both gas streams. 

The fluctuation levels of axial and radial velocity components show an opposite trend when 

they approach the respective OH-contour. Whereas the axial fluctuations decrease, the radial 

fluctuations slightly increase. This behavior is more prominent on the fuel side. The turbulent 

kinetic energy (TKE)  
1 2

2 21 2 w 2vk     (compare  

figure 5.11 for TOJ2D) exhibits an increase particularly at the lower OH-contour indicating the 

presence of enhanced axial strain.  

 
Figure 5.9 

Axial profiles of conditional mean velocities (a) and (b), velocity fluctuations (c) and (d), vor-

ticity (e) and dilatation (f). Vertical lines denote mean upper and lower OH-contours (see text). 

All three flames and two radial locations (r = 0 and 4mm) are included. 

 

At off-axis locations, the modulus of the out-of-plane vorticity-component 

1 2 w v *r z       grows as the OH-contour is approached. Notice that the algebraic 

signs of vorticity are opposite for fuel and air flow, respectively, following the definition of z* 

and the velocity directionality. The rise of 1 2 w v *r z     is already seen close to the OH-

distribution on the left hand side of figure 5.6. In the ensemble-averaged data presented in figure 

5.9(e) this trend is observable particularly for the off-axis profiles at r = 4mm and the fuel side 



 

 

 

93 

where the stoichiometric contour is located close to the OH-contour. The correlation of vorticity 

with the onset of the reaction zone observed here is similar to findings in [191] and might be 

due to inhibited momentum mixing across the reaction zone.  

At the centreline, vorticity is approximately independent on the displacement from the respec-

tive OH-contours and close to zero as expected. This indicates that eddies are generated pre-

ferably close to the reaction zone particularly at off-centerline positions. This conclusion is 

consistent with the observation of larger radial velocity fluctuations at off-axis locations.  

Visual inspection of high speed movies by operating a CMOS-camera (Photron) at 1kHz and 

exciting Mie scattering at 10kHz using a diode pumped intra-cavity frequency doubled 

Nd:YLF-laser (Coherent) at 527nm additionally confirm the formation of eddies in a zone of 

high strain near the reaction zone. Only a fraction of these time-sequences is shown in Fig. 5.10. 

Light-grey areas show flame luminosity, the 10-dot-arrays (partly blurred and appearing as lines 

for low velocities) are due to Mie scattering of a single seed particle illuminated 10 times per 

camera exposure. Consequently, particle trajectories can be tracked in time. In this sample an 

eddy is formed in the close vicinity of the lower contour of the luminous flame area. 

 
 

Figure 5.10 

Simultaneously measured flame luminosity (grey areas) and Mie scattering from 10 laser shots 

during each 1kHz camera exposure. Temporal sequence (images 1-5) is from the 11.5x11.5mm2 

white box in the enlarged left top image.  

 

The 2D-dilatation    
2

w * v
D

V z r       presented in figure 5.9(f) is negative in the 

whole region. It features a weak minimum around z* = ±3mm. For smaller values of z*, the 

modulus w * vz r     is decreasing with a rather steep slope, whereas for z* > 3mm this 

slope is much less. As v r   is always almost positive, axial strain (acting compressive) ex-

ceeds radial strain (acting excessive). Thus, w * vz r      holds. This can be explained by 

the fact that the time-averaged flame is aligned horizontally posing density gradients which 

cause again axial velocity gradients - mainly in the axial direction. However, when the respec-

tive OH-contour is approached, the difference  w * v   z r  diminishes since gas expan-

sion by heat release predominantly accelerates radial velocities in the vicinity of the stagnation 

plane (compare figure 5.8).  
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Figure 5.11(a), (b) shows axial profiles of conditional vorticity, dilatation, TKE, axial and radial 

strain resulting from the combined PIV/PTV-evaluation for the case TOJ2D at the off-axis po-

sition r = 4mm. Here, the enhanced spatial resolution based on the 1616 pixels subregions is 

used. The PTV-region is extended by z* ≈ ±2mm outside the OH-layer. This is motivated by 

the fact that in the vicinity of the OH-layer, the seed particle density declined significantly and 

PTV is believed to be more reliable in this region. The profiles from the PIV- and PTV-parts 

lead very smoothly into each other and supplement the data presented in figure 5.9. The vorti-

city profile shows a change of sign within the OH-layer, crossing zero shortly after the lower 

OH-contour. At the same position, the dilatation exhibits a local minimum. Peak values of all 

profiles presented in figure 5.11(a), (b) coincide to each other fairly well at z* ≈ -1.4 and z* ≈ 

+0.6mm. As stated earlier, axial and radial strain possess opposite signs. Minima in radial strain 

coincide with maxima in axial strain and vice versa. The off-axis axial strain profile here is in 

close agreement to laminar flamelet calculations. This indicates a relaminarisation of flow and 

scalar fields close to the heat release zones in agreement to [4, 191]. 

 
Figure 5.11 

Axial profiles of conditional vorticity, TKE (a), dilatation, axial and radial strain (b) at the off-

axis position r = 4mm for the case TOJ2D. Vertical lines denote the mean locations of upper 

and lower OH-contours.  

 

With respect to the lower OH-contours associated with the reaction zone, the profiles are ap-

proximately symmetric. Contrary, profiles are asymmetric relative to the upper OH-contour. 

This might be explained by the fact that the upper OH-contour is extended at the lean side of 

the reaction zone by slow three-body reactions.  

 

5.2.4 Conclusions 

Flames burning very close to extinction are very sensitive to external disturbances. Particle 

seeding required for velocimetry can cause significant shifts of the extinction limits. Thus seed-

ing densities must be reduced and this entails poor spatial resolution for PIV. In the present 

study a combined PIV/PTV-post-processing was developed and applied to turbulent opposed 
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jet flames. Cold gas regions were processed by an improved PIV-algorithm and hot gas regions 

by PTV. Overlapping PTV- and PIV-profiles showed that both methods are in agreement in 

overlapped regions. Despite a rather low seeding density, an in-plane resolution of 300µm was 

achieved.  

This method was applied with simultaneous OH-PLIF-measurements to enable the evaluation 

of conditional flow field statistics. The results show that vorticity is generated particularly close 

to the reaction zone where axial strain and dilatation exhibit local minima. Thus, the emergence 

of flow disturbances directly in the reaction zone could be observed with the presented method. 

Sequences of simultaneous Mie scattering/chemiluminescence imaging at high repetition rate 

were additionally used to temporally track the generation of eddies in the vicinity of the reaction 

zone verifying qualitatively the results from quantitative conditional PIV/PTV. Measurements 

for different equivalence ratios and Re showed that approaching the extinguishing flame con-

ditions only gradually changes the conditional flow field statistics.  

 

 

6. High repetition-rate diagnostics 

In the previous section the focus was on laser-based measurement of velocity components, gas 

temperatures and species concentrations. Point-wise as well as planar techniques were dis-

cussed that allow determining mean values and fluctuations. Common to all these approaches 

is the fact that the repetition rate was fairly low. For many combustion processes it is desirable 

to complement this information by additional insights. In the following, examples are high-

lighted, namely gas-phase diagnostics at high repetition rates (“high-speed diagnostics”). 

In case of low repetition rates (typically below 150 Hz) and high levels of turbulence experi-

mental samples are statistically uncorrelated. To calculate time averaged mean quantities or 

rms-values, statistically uncorrelated sampling is a prerequisite. However, the view on specific 

processes occurring in turbulent flames, such as island formation in lifted jet flames, flame 

extinction, ignition or flash back, using first and second statistical moments of different physical 

and chemical quantities only is not sufficient. This can be related to the fact that the sampling 

rate of conventional combustion diagnostics (>5ms) is slow compared to the time scales typical 

for flame transients such as extinction, ignition or flash back (time scales typically below 5ms). 

Therefore tracking the temporal evolution of such an event and building up statistics of indi-

vidual realizations of those processes urgently requires data rates in the kHz-regime. Ideally, 

repetition rates of the laser diagnostics are adaptable to the time scales of the transient process 

under investigation.  

New developments in the fields of diode-pumped solid-state laser and CMOS-camera technol-

ogy opened up new and exciting perspectives for turbulent flame diagnostics. Compared to 

previous approaches [192], much longer sequences can be monitored consisting of thousands 

of frames recorded during one individual process. Furthermore, due to the cyclic data storage 

architecture of current CMOS-cameras, the experiment can be run until the transient event oc-

curred. Then the experimentalist releases the trigger and actually stops further data acquisition. 

Those frames taken before the trigger signal was released (during the transient process of inter-

est) are stored. Thereby the “success rate” of capturing the transient event, such as turbulent 

flame extinction or flash back, poses no longer any limitation to the statistics.  

Laser diagnostics at high sampling rates can be based on different methods. A major difficulty 

is that solid-state laser pulse energies at several kHz repetition rate are still limited to few milli-
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Joules (unless one goes to pulse-burst laser systems [193–196]). This low energy favours the 

application of linear methods with high quantum yields. Techniques proved to be applicable at 

several kHz repetition rates are Rayleigh scattering [197, 198], Mie scattering for PIV [199] 

and PLIF [90]. Of course, interesting information on transients in turbulent flames can be drawn 

from chemiluminescence even without a laser [200].  

The present section presents some more information on the instrumentation of present high 

speed technology for planar laser-induced fluorescence (PLIF) applications and some recent 

advances of diagnostics at repetition rates up to 30kHz. Examples of applications are turbulent 

mixing, flame extinction in a partially-premixed turbulent opposed jet burner (figure 2.1), flash-

back in a premixed swirl-flame (figure 2.2(b)) and cyclic variations in a direct-injection spark-

ignition (DISI) Otto engine. OH PLIF measurements are presented to show the feasibility of 

planar flame-radical detection at 5kHz. A recent review with the focus on multi-parameter high-

speed imaging in combustion applications can be found in [201, 202].  

  

6.1 Instrumentation for high speed PLIF applications: general considerations 

Planar LIF (PLIF) is a technique that is based on resonant excitation. Tuneable lasers are there-

fore mandatory for electronic excitation of small molecules such OH, CH, NO, or CO. For 

larger molecules with broad excitation bands, such as formaldehyde [203] or commonly used 

fuel-tracers such as acetone or 3-pentanone [204], lasers with fixed emission wavelengths are 

used.  

Formaldehyde or fuel-tracers can be excited electronically by radiation at 355 or 266nm emis-

sion wavelengths that are easily generated by frequency tripling or quadrupling of the funda-

mental of Nd:YAG lasers. To generate tuneable radiation for excitation of diatomic molecules 

such as OH, CH, NO, or CO, frequency-doubled or -tripled dye lasers (not yet pushed aside by 

all-solid-state alternatives such as optical parametric oscillators (OPO)) are most commonly 

used. Dye lasers and OPOs are commonly pumped by frequency-doubled or tripled Nd:YAG 

lasers at 532nm and 355nm, respectively. For low repetition rates and hence statistically uncor-

related information, OPOs, Nd:YAG and dye lasers were developed over many years and are 

commercially available.  

Laser repetition rates exceeding 1 kHz are needed for acquisition of statistically correlated data. 

High pulse repetition rates can be achieved by either pulse bursts with high single pulse energies 

or continuously pulsed operation with much lower single pulse energies.  

In the first approach pulse bursts that consist of between 4 and 100 single pulses are generated. 

Repetition rates within such bursts can be up to MHz [205] but the bursts´ repetition rate is 

typically ≤10Hz [194]. In [206], pulse trains of 20 single pulses were generated with pulse 

lengths of approximately 8ns and pulse energies of up to 400mJ/pulse at 50µs spacing (20kHz). 

In the next step, tuneable radiation at 226nm was generated with single pulse energies of ~0.5mJ 

using an OPO and sum-frequency mixing. This allowed for the tracking of NO distributions 

cinematographically by PLIF in a Mach 3 wind tunnel. In [207]’s earlier approach, a cluster of 

four double-pulsed Nd:YAG lasers was presented. Using staged frequency doubling, a pulse 

train of up to 8 pulses was emitted from a conjoint port. A single tuneable dye lasers was 

pumped with this pulse train. Pulse-to-pulse separations were 125µs (8kHz). After frequency 

doubling, pulse energies of 1mJ/pulse were achieved at 282nm. The beam profile quality setup 

was improved recently by combining radiation of four individual Nd:YAG-pumped dye lasers.  
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The second approach takes advantage of recent developments in all-solid-state lasers and new 

dye lasers specially designed for continuously pulsed high repetition rate operation. All-solid-

state lasers are diode-pumped and q-switched devices in the majority of the cases. In contrast 

to the burst mode, laser operation is quasi-continuous. At 10 kHz repetition rate, single-pulse 

energies of approximately 10mJ are obtained – obviously much lower than 100ths of mJ 

achieved with burst mode operation. Among the all-solid-state lasers, two types are commer-

cially available which exhibit either pulse durations above ~90ns (Quantronix, Coherent, Lee 

Lasers and others) or below 15ns (EdgeWave). Long-pulse lasers produce lower intensities. 

Therefore intra-cavity frequency conversion is required to generate VIS or UV light (such as 

355nm, Quantronix Hawk-II). Shorter pulse durations allow extra-cavity frequency conversion 

(EdgeWave [208]). Other specifications, such as M2-factor, can differ significantly as well.  

 

 

  
Figure 6.1  

Left: Temporal profile of the fundamental and second harmonic of the dye laser system. Right: 

Vertical and horizontal beam profiles of the second harmonic, 2m from the doubling crystal. 

 

UV laser pulses generated by frequency tripling or quadrupling from all-solid-state lasers can 

be used to excite fuel-tracers such as biacethyl [209] or combustion intermediates such as OH 

[210]. Frequency-doubled radiation from these all-solid-state lasers can be used to pump dye 

lasers to produce tuneable radiation that can be frequency-doubled into the UV-region. In con-

trast to the burst-mode operation the challenge here is to pump dye lasers with single-pulse 

energies below 10mJ but quasi-continuous power levels up to 100W. Obviously, higher pulse 

intensities of short-pulsed pump lasers are beneficial, especially for subsequent frequency con-

version into UV. To avoid bleaching of the dye and significant triplet-state population, the flow 

rate of the dye solution needs to be increased. Flow rates of these devices are typically up to 12 

l/min. In addition, lowest possible oscillator laser thresholds are needed. Based on the most 

recent laser design, at 10 kHz 2.4W were achieved around 282nm using 50W pump power 

(Sirah Allegro). The repetition rate of dye lasers has been extended even to 50 kHz but of the 

expense of single-pulse energies [211]. Typical averaged dye laser profiles in space and time 

are shown in Figure 6.1. Pulse-to-pulse fluctuations in the UV were reduced to below 10% rms. 

Planar detection of laser-induced fluorescence needs suitable optics and a sensitive array detec-

tor. In the case of fluorescence within the UV-range, the collection lens needs to be UV-trans-

parent and the array detector UV-sensitive. High repetition rates go along with low LIF-signal 

intensities. For this reason high collection efficiencies are mandatory. Figure 6.2 presents raw 

OH PLIF data recorded in the flame brush of an unconfined lean premixed methane air flame. 
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The laser system was tuned to the Q1(6) line within the A2+ ← X2 (1-0) band. The single-

pulse energy was 22µJ. For otherwise identical conditions the UV-lens was changed from 

105/f#4.5 (Nikkor) to 100/f#2.0 (B-Halle Nachfl. GmbH). This simple measure improved the 

signal-to-noise ratio by an order of magnitude.  

 

 

Figure 6.2 

Snapshots of raw OH distributions recorded by PLIF. For otherwise identical conditions the 

SNR improved remarkably by increased collection efficiency of the UV-lens. 

A variety of different array detectors suitable for PLIF-applications can be operated at high 

framing rates. An ultra fast framing camera (Hadland) was used for high speed OH PLIF, as 

demonstrated in [207]. It consisted of 8 independent intensified CCD cameras (CCD: charge-

coupled device), each with 8bit dynamic resolution and 576 x 384 pixels. Individual events 

were imaged onto the respective ICCDs by a special 8-facet pyramid beam splitter. An addi-

tional intensifier was placed in front of the beam splitter at the optical entrance to the camera 

to increase the UV sensitivity. This camera had a maximum frame rate of 1MHz but was limited 

to a sequence of 8 images only.  

The PSI-4 (Princeton Scientific Instruments) framing single-stage-intensified CCD camera is 

another type of CCD-based camera technology that takes advantage of memory buffers inte-

grated to each pixel (in situ storage): it integrates up to four image sensors [212]. Each of these 

four image sensors is composed of an 80 x 160 pixels array. Each pixel extends by 115 x 115 

µm and has its own integrated 28 element buffer memory, reducing the fill factor to about 50%. 

Images are transferred to the buffer with a maximum frame rate of up to ~3MHz, storing the 

last 28 acquisitions before a stop trigger is released. 

Another CCD [213] commercialized by Shimadzu takes advantage of the in situ storage con-

cept. Up to 103 successive frames can be stored with a maximum frame rate of 1MHz. This 

increased storage capacity has a fill factor of only 13% of the 8 x 8 µm sized pixels. The array 

consists of 312 x 260 pixels and the nominal dynamic resolution is 10bit. In combination with 

a lens-coupled IRO (intensified relay optics) this camera can be made UV sensitive.  

High frame rates can also be achieved with CMOS cameras (CMOS: complementary metal-

oxide semiconductors). The key difference between a CMOS array detector and a CCD is that 
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the charge to voltage conversion occurs at each individual pixel. In connection with a multitude 

of A/D –converters, the information read-out is parallel rather than serial, as in a CCD. The 

digitized images are transferred to an on-board memory. For a given image size and dynamic 

range, the on-board memory limits the number of frames that can be recorded during one run. 

The largest on-board memories are currently up to 16GB and record thousandths of frames 

during a single run. In comparison to CCDs, this feature allows temporally tracking of transients 

in combustion for much longer durations. This is obviously beneficial as time-intervals of in-

terest often spread over tenths of milliseconds.  

Although high frame rates exceeding 1000 kHz are possible with CMOS-cameras, the number 

of active pixels is reduced remarkably at these high frame rates. At lower frame rates, i.e. up to 

~25 kHz, a mega pixel resolution is commercially available (for example Photron SA-Z or 

Phantom v2512). The dynamic range of CMOS cameras typically is 12 bit. However, in com-

parison to CCDs that are available at standards of scientific grade quality, CMOS cameras are 

less well characterized and optimized in terms of homogeneity or linearity due to them being 

commercialized for very different applications in industry, such as automotive crash test. These 

current imperfections of CMOS cameras hamper their use in quantitative scalar imaging. A 

calibration per pixel has to be performed to account for varying intensity offsets, sensitivities 

and possible non-linearities. A per pixel calibration is exemplified in [48]. A more fundamental 

investigation of present CMOS has been presented in [47]. 

Similar to CCDs, CMOS cameras are not UV sensitive. For this reason and for shorter gating 

times, CMOS cameras are combined with image intensifiers (lens or fibre coupled) for PLIF 

applications in combustion. Due to the lower LIF signal intensities at high laser repetition rates, 

two-stage intensifiers are commonly used. Present technology combining a MCP (multi-chan-

nel plate) and a booster allows frame rates exceeding 20 kHz without electron depletion, thus 

reducing the effective dynamic range. 

 

6.2 High speed diagnostics in turbulent opposed jet flows  

6.2.1 Instrumentation and setup 

In a pioneering study some years ago, different types of lasers were tested. For repetition rates 

up to 30kHz a conventional argon-ion laser (Innova, Coherent) was used. The power was lim-

ited to 2.5W. Thereby this laser was suitable only for Mie scattering from aerosol particles that 

can be used to visualize mixing processes (quantitative light scattering) or for particle imaging 

velocimetry (PIV). For Mie scattering and PIV a dual-cavity laser was used. Pulse energies 

were up to 1mJ/pulse and maximal rates of double-pulses up to30 kHz (Nd:YVO4 IS4II-DE, 

EdgeWave).  

For planar laser-induced fluorescence (PLIF) of radicals relevant to combustion processes such 

as hydroxyl (OH), tuneable radiation in the ultraviolet spectral range is required. For this pur-

pose an extra-cavity frequency-doubled diode-pumped solid-state Nd:YLF-laser (Edge Wave) 

was operated at 5kHz repetition rate to pump a tuneable dye laser. The average power of the 

pump laser peaked up to 17W (more recent lasers based on the same operation principle provide 

well above 100W quasi-cw power). This corresponded to single-pulse energies of 3.4mJ. The 

pulse length was below 10ns. The dye laser was based on a conventional system designed orig-

inally for 10Hz operation (Radiant Dyes). To adapt the dye laser to the needs of high repetition 

rates, at these early times of technology development several modifications of the laser were 

essential (nowadays high speed dye lasers are commercialized and are optimized for low pump 
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pulse energies). The low pump energies allowed pumping only the oscillator and the preampli-

fier. Consequently no main amplifier was operated. The dye cuvette was connected to a dye 

circulator equipped with a stronger pump than in 10Hz-applications and a larger dye reservoir. 

Flow rates of the dye were 12l/min. The delay-line of the beam pumping the preamplifier was 

shortened. A general issue was the long-term stability. To reduce thermal drifts, the rear panel 

of the cuvette mount was water-cooled. The output coupling mirror was shielded by masks from 

both sides to prevent heating of the mount by radiation other than the laser beam. The maximum 

average output power achieved at 283nm was 150mW. This corresponds to pulse energies of 

30µJ. The spectral width was approximately 0.04cm-1 based on etalon measurements. 

Signals from chemiluminescence (CL), Mie scattering and fluorescence, respectively, were 

monitored by a state-of-the art CMOS-camera (HSS5 or HSS6, LaVision). At maximal repeti-

tion rates of 30kHz the exposure time was 10µs. At this high repetition rates 256x256 pixels of 

the CMOS (HSS5) were active. At 10kHz the usable area of the array increased to 512x512 

pixels. The A/D-conversion had a dynamic range of 10bit. If not stated otherwise the CMOS-

camera was equipped with a lens-coupled two-stage image intensifier (High Speed IRO, LaV-

ision). In case of 5kHz-PLIF the gate width of the IRO was set to 100ns. For Mie and CL-

measurements the gate width was in the order of few µs. 

Several flow configurations were investigated, namely the turbulent opposed jet (figure 2.1), 

the swirling flow (figure 2.2) and an in-cylinder flow of a DISI engine. In the turbulent opposed 

jet configuration, the non-reacting mixing layer was investigated by Mie scattering off aerosol 

particles. Aerosol was seeded hereby only to the lower fluid flow. In case of reacting conditions 

CL and Mie were measured simultaneously during extinction of a partially-premixed flame. In 

this case both flows were seeded. The fuel was composed of 17.4vol% CH4 in air. The Reyn-

olds-numbers were 7200 corresponding to flames at the extinction limit (compare section 2). 

 

  

 

 

 

 

 

 

 

Figure 6.3 

Optical setup for Mie scattering experiments in the opposed jet configuration. 

 

Figure 6.3 shows the optical layout of the Mie experiment using the argon-ion laser. The laser 

beam was formed to a light sheet 20mm in height and 1mm wide. The beam was scanned across 

the probe volume by a galvanic mirror (GSI Lumonics). The maximum scan rate per sweep was 

2kHz. Multiple 2D-planes were monitored successively over a range of 15mm. The depth of 

field of the camera lens was adapted to this range. The field of view in this case was 12x12mm. 

In case of the simultaneous CL- and Mie experiments the argon-ion laser was replaced by the 

pulsed solid-state laser as mentioned above. 

The swirling nozzle is shown in figure 2.2(b). The swirl number S was changed by a stepper 

motor connected to a gear box. Minimal increments were 0.02. For S < 0.8 the flame was stable. 
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At S ≥ 0.8 the flame passed over into a metastable state. The stabilization point left the rim of 

the central bluff-body and moved upstream to the shell of the bluff-body. Additionally the flame 

spun around the bluff-body. Passing S = 1.0 the flame flashed back into the nozzle. Figure 2.5 

shows snap-shots of the CL for different swirl numbers taken at a repetition rate of the CMOS-

camera of 7.2kHz. 

With the OH-PLIF-experiments at repetition rate of several kHz new ground was broken. So 

far OH-PLIF-measurements were restricted to 1kHz [214]. The dye laser was tuned to the 

Q1(5)-line in the A2-X2 (1-0)-band. The laser sheet height was approximately 15mm. OH-

radicals were monitored in the flame shown in figure 2.1. The scope was to measure the tem-

poral variation of the OH-radical distribution in combination with 2-component-PIV. During 

this study the signals were not corrected for pulse-to-pulse fluctuations of the total energy or 

variations in the laser profile.  

 

6.2.2 Results and Discussion 

6.2.2.1 Mie scattering at 30kHz 

In non- and partially-premixed flames reaction takes place within the mixing layer of fuel and 

oxidizer streams. It is therefore of special interest to visualize and understand the dynamics of 

turbulent mixing layers. A generic bench mark for such investigations is the turbulent opposed 

jet configuration.  

The turbulent non-reacting mixing layer in the turbulent opposed jet configuration, shown in 

figure 2.1, was investigated by Mie scattering where only the lower flow was seeded by aero-

sols. Figure 6.4 shows an example of a sweep of the laser beam across ±7.5mm around the 

symmetry axis of the burner. The repetition rate of the CMOS-camera was 30kHz with an ex-

posure time of 10µs. The clearance between the 15 measurement planes varies according to the 

sinusoidal motion of the scanning mirror. The Reynolds-number in this example was 7200. The 

duration of the complete sweep was 500µs, well below large-eddy turn-over times in the order 

of 16ms (compare table 2.2). Thereby the instantaneous eddy appears frozen during the sweep. 

From this multiple 2D-information the topology of the mixing surface between both flows can 

be reconstructed in quasi-3D.  

As the sweeps were repeated temporally at 2kHz, one can monitor the temporal evolution of 

the mixing layer. For this purpose, 2D-images as in figure 6.2 were converted to binary  

images. Using 15 binary images from a single sweep, the quasi-instantaneous 2D-interface be-

tween upper and lower fluid flow was reconstructed by a triangulation procedure. Figure 6.5 

shows the temporal evolution of the mixing layer. In this figure only every 3rd sweep is shown 

(1.5ms between images). This shows the feasibility for quasi-4D-diagnostics using repetition 

rates in the kHz-regime. More recently mechanical have been advanced in terms of the scan 

rate [215] or have been replaced by acousto-optical deflectors [216].  
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Figure 6.4 

Mie scattering from aerosols shown in false colors. These 15 planes have been recorded con-

secutively during 500µs (30kHz). 

 

  

Figure 6.5 

Each of the six images shows an instantaneous mixing layer reconstructed from multi-2D-Mie 

scattering images during one sweep as shown in figure 6.4. 

 

6.2.2.2 Simultaneous Mie scattering and chemiluminescence 

Under chemically reacting conditions Mie scattering can be combined with chemilumines-

cence. Whereas the particles observed by Mie scattering represent the turbulent fluid motion in 

a two-dimensional plane, chemiluminescence gives an estimation of the approximate flame po-

sition. In the example shown in figure 5.10 the CMOS-camera (without IRO) was operated at 

1kHz while Mie scattering of 0.5µm-MgO-particles was laser-excited at 10kHz. Each exposure 
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shows particle trajectories of up to 10 subsequent particle positions in top of the chemilumines-

cence image. In the selected example the formation of an eddy is highlighted. The formation of 

such eddies generate vorticity when the fluid approaches the turbulent flame located in the vi-

cinity of the mean stagnation plane (compare section 5.2.3). 

 

6.2.2.3 High speed PIV conditioned on extinction 

Replacing the chemically inert MgO-particles by oil droplets and instead of using chemilumi-

nescence, the transient location of the flame front can be monitored in a two-dimensional plane 

due to droplet evaporation in areas of elevated temperature.  

 

 

 

Figure 6.6 

The top of the figure shows the transient flow field prior to extinction. The location of the flame 

is represented by the white areas. PIV-evaluation was possible only in the cold gases where the 
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aerosol droplets have not yet evaporated. The bottom of the figure shows the filtered velocity 

maps during extinction. Filtering was based on a POD-decomposition. 

 

The Mie scattering from the cold gas can be used simultaneously for processing instantaneously 

two velocity components. In the following example, double pulses from the Nd:YVO4-laser 

with a pulse-to-pulse separation of 50µs were generated at an overall repetition rate of 2.5kHz. 

The CMOS-camera was operated without IRO. The data post-processing was based on a PIV-

algorithm presented in section 3.1.3. Interrogation areas of 16x16 pixels corresponded to 

400x400µm2 in the measurement plane. The top of figure 6.6 shows one individual velocity 

map out of a sequence consisting of up to 4500 exposures. 

The aim of this experiment was to track the temporal development of eddies approaching the 

flame front and causing flame extinction. For this purpose a proper orthogonal decomposition 

(POD) of the considered data set was conducted [217]. POD provides an optimal set of basis 

functions for the selected ensemble of data. For each velocity map time-dependent coefficients 

were extracted resulting in an amplitude spectrum. This spectrum was band-pass filtered. A 

band-pass filter was chosen such that mean velocity and large-scale shear was subtracted. Fi-

nally, in a back-transformation a velocity map was reconstructed that carried mainly the infor-

mation of the vorticity. The lower part of figure 6.4 shows a temporal sequence of filtered ve-

locity maps. In this example modes (n,k) for n,k = 3-10 in the amplitude spectrum were used. 

The first frame in this sequence corresponds to the unfiltered velocity map shown in the top of 

this figure. Obviously, filtering in the POD-domain allows visualizing vortices. 

In figure 6.6 the instantaneous flame position in the measurement plane is shown by white 

areas. The selected sequence shows the onset of flame extinction in a time-resolved manner. It 

can be observed that the flame is thinned over a period of few ms. This thinning is a conse-

quence of a counter-rotating pair of vortices located on the fuel side. During the extinction 

process the location of the counter-rotating vortices is moving only marginally. In between the 

vortices a high local fluid flow is observed penetrating into the flame.  

This experiment has been optimized by monitoring the instantaneous position of the flame front 

by using the OH radical distribution recorded at 5 kHz and simultaneously with the velocity 

taken from the 2-component-PIV measurements [218]. Figure 6.7 shows two individual meas-

urement sequences prior to extinction, spanning from t*= -4.4 to +0.8 ms (N.B. frame-to-frame 

intervals in this figure are not identical). Instantaneous OH contours are represented by black 

lines. Imposed on the instantaneous velocity vectors are the POD-filtered out-of-plane vorticity 

and the absolute values of the strain, calculated from the two velocity components. Up to ap-

proximately 4 ms prior to extinction regular patterns were not observed in the vorticity or strain 

fields. Turbulence appeared as stochastically distributed eddies in space and time. Starting from 

approximately t* = -4 ms, characteristic flow field structures observed to appear and peak strain 

and vorticity values increased progressively.  

Inspection of 14 individual data sequences revealed two classes of extinction events. For 8 cases 

we observe two counter-rotating vortices from the fuel side convecting towards the lower OH 

contour (denoted as Class I, shown in Fig. 6.7a). These eddies align below the flame. By ex-

pansion due to heat release at the flame front the vortices distorted radially. They lingered in 

approximately the same spatial location as their vorticity rapidly increased. The centers of ro-

tation of each eddy stabilized approximately 2-3 mm below the lower OH contour and were 

radially separated from each other by 5-6 mm. The magnitude of the radial separation was likely 

driven by the lengthscale of the turbulence enhancement plates (interhole spacing: 5 mm). The 
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counter-rotating vortices transported fuel that impinged perpendicularly (in a jet-like manner) 

upon the flame front to produce greater compressive and extensive strains. Strain increased with 

vorticity until t*=-0.8 ms. By that time the OH-contour began to contract and was finally 

breached at t*=-0 ms. Convection pushed the flame tips in opposing radial directions. After the 

breach occurs, convection appears to dominate the flame’s radial propagation. In rare cases (not 

shown here), flame breaches were observed to occur in the vicinity of the mean stagnation point 

and then collapse and convect outwards to allow the reestablishment of a self-sustaining turbu-

lent flame.   

 

 
Figure 6.7 

Two individual sequences of extinction. Vorticity and strain are superimposed by false colours 

in top of the in-plane velocity vectors. Look-up tables in all cases are identical. Instantaneous 

locations of the OH contours are presented by black lines. 

 

The remaining 6 extinction events were classified as Class II events. In general they showed 

less regularity than Class I extinctions. Figure 6.7b shows one of six events. A counter-rotating 

vortex pair originating from the air side and a single vortex from the fuel side surround the 
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flame starting from t*=-5 to -4 ms. These vortices were smaller and more distorted than in Fig. 

6.7a. During the vortex-flame interaction the flame becomes significantly distorted. In a manner 

reminiscent of Class I events however, a region of high strain developed just below the lower 

OH contour. For both Class I and II type events, peak strain values are observed to be of the 

same order of magnitude. In Class II events flame tips resisted the radial direction convection 

for a longer period. This could be caused either by different local mixture fraction distributions 

or by lower instantaneous radial velocity at the location of the flame tip. No experimental evi-

dence of the former is present, however evidence of the latter was observed at the left side of 

the flame between t*=0 and 0.8 ms, as shown in Fig. 6.7b 

These single temporal sequences show that vorticity does play a vital, but not exclusive, role in 

understanding extinction of turbulent opposed jet flames. A few ms prior to extinction, multiple 

vortices acting coherently generate strain over extended regions close by the flame. According 

to Lemaire et al. [219] peak strain was identified to be a significant controlling parameter. How-

ever, in Katta et al. [220], based on numerical simulations, unsteady flames were observed to 

resist strain twice the extinction level of laminar flames. Single sequences shown in Fig. 6.7a 

and b exhibit strain increased locally up to 1500 s-1. To draw further conclusions, extinction 

progress must be averaged appropriately. This is accomplished by multidimensional condition-

ing in space and time, as detailed in the previous section. 

 
 

Figure 6.8 

Conditional averages of vorticity and strain for all events (I+II), class I and class II events at 

distinct times prior to extinction. 

 

Figure 6.8 shows the conditional average of POD-filtered out-of-plane vorticity and two-com-

ponent strain for all 14 experiment runs (I+II, left), as well as for Class I (middle) and Class II 
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cases (right) separately. The black lines denote the mean OH contours. Vorticity fields are pre-

sented for t*=-4.4, -2.4 and -0.4 ms whereas strain is shown only for t*=-0.4 ms. Conditional 

averages of the temporal evolution of both vorticity and strain for Class I as well as for Class II 

support the conclusions drawn already from the single events. Class I showed primarily strong 

counter-rotating vortex pairs from the fuel side, causing a distinct region of peak strain values. 

Class II showed less regular vortices predominantly from the air side. The shape of individual 

vortices and regions of high strain differed for individual extinction sequences. Consequently, 

peak values in the conditional mean data were reduced by a factor of approximately two com-

pared to individual progressions. Despite the differences in the conditionally averaged vorticity 

fields areas of maximum strain were observed to align in all cases (I+II) slightly below the 

lower OH contour. 

The measured strain components can only give an approximation of the principal strain rates 

because the flow measurements are limited to two components of the flow field. The absolute 

strain given in this work includes only two components of strain while the flame experiences 

an additionally extensive component out of the measurement plane. Because the flame is ap-

proximately horizontal with slight inclinations caused by eddies it can be assumed to be normal 

to the measurement plane and thereby the out of plane component is approximately a principal 

strain rate [118]. The conditional average of the axial strain component acting compressive 

(negative) and radial component extensive (positive) are shown in figure 6.9 for all 14 runs 

(I+II). Two local maxima of extensive strain begin to form at t=-4.4 ms in the region of the 

lower OH-contour ~1-2 mm radially to the right and left of the point were extinction is going 

to occur (z*=0, r*=0 mm) while a maximum of compressive strain is formed in-between these 

peaks at the lower OH-contour just below the region where the OH layer is breached first. 

 

 

Figure 6.9 

Conditional averages of axial strain (acting compressive) and radial strain (extensive) for all 

events (I+II) at distinct times prior to extinction. 

 

For a more quantitative representation of the conditional averages, Fig. 6.10 shows temporal 

evolutions of strain and vorticity recorded at various monitor points.  The spatial location of 

each monitor point is shown in Fig. 6.8. The temporal traces proceed only up to t*=-0.2 ms as 

the definition of z* is based on continuous OH contours. MP1 corresponds to the origin of the 
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newly introduced conditional co-ordinate system. MP2 is at the maximum of the conditionally 

averaged vorticity and MP3 is at maximum strain (compare Fig. 6.8, left column). Independent 

of classification, at MP1 and MP3 the conditional average of the strain was constantly 400s-1 

up to 5 ms prior to extinction. These early times correspond to statistically stationary turbulence. 

Strain increased from a conditional average of 400 s-1 at t*=-4.4 ms to 700 s-1 (MP1) and 800 

s-1 (MP2) at t*=-1.4 ms. The conditional average subsequently decreased slightly until the flame 

breached. Minimum and maximum values of conditional strain are shown by bars in Fig 6.10d. 

These bars do not indicate error ranges but rather the variability due to randomness of the tur-

bulent flow field. In contrast to strain at MP1, conditional vorticity remained close to zero at all 

times. However, at MP2 the absolute value of conditional vorticity increased in a similar man-

ner as the strain until it reached a plateau at t*=-1.4 ms (I+II). Differences in vorticity between 

Classes I and II were observed. For Class II, absolute values still increased, whereas in Class I, 

vorticity decreased.  

 

Figure 6.10 

Temporal traces of conditional averaged vorticity and strain at monitor points (MP) assigned 

in Fig. 6.8. 

 

MP1 is the location where the flame is first breached. Only conditionally averaged strain in-

creased at this location. This indicates that for this type of turbulent flame, while vorticity acts 

to generate strain at distinct locations close to the flame, the magnitude of the vorticity is not as 

important as that of the strain for determining extinction. Traces of conditionally averaged strain 

pass a weak maximum at t*=-1.4 ms. This is a clear indication that peak strain values alone are 

not an appropriate measure to determine extinction for these unsteady flame conditions.  

This finding is in agreement with Katta et al. [220]: Strain describes the flow structure. If strain 

is generated faster than diffusion time-scales, diffusion is delayed with respect to velocity im-

position. Consequently non-equilibrium flow may occur, as described in Katta et al. [220]. Dur-

ing non-equilibrium situations, either of the two following mechanisms might be responsible 

for final extinction:  
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1) An increased flux of reactants into the reaction zone cools the flame, reduces reaction 

rates and promotes extinction.  

2) The local Damköhler number will be decreased, also promoting extinction.  

Increasing strain creates large scalar gradients. These gradients should reveal themselves by 

high values of scalar dissipation rate (SDR). Unfortunately, the temporal evolution of SDR 

conditioned to regions of high strain was not measurable in this experiment. Therefore, the 

hypothesis from Katta et al. [220] that even SDR is an insufficient measure of extinction in 

unsteady flames and for chemical non-equilibrium conditions (chemistry- rather than diffusion-

limited conditions) could not be evaluated experimentally.  

 

6.2.2.4 Conclusions on turbulent opposed jet investigations 

Previous experimental studies using simultaneous PIV/OH-PLIF on a turbulent, opposed jet 

flame were extended from 1 Hz to 5 kHz. This enabled the acquisition of statistically dependent 

datasets and allowed for tracking of the evolution of vortex-flame interactions in real time. 

Previous studies of PDFs of scalar dissipation rate (SDR) have displayed statistical errors at the 

peripheries, which are exactly the regions of the PDF most closely associated with extinction 

(as high SDRs are believed to cause extinction). The technique employed in this study allows 

one to focus specifically on the small fraction of measurement time directly relevant to extinc-

tion and thus vastly increases the accuracy, resolution and physical insight of experiments re-

lating to this important phenomenon.  

For the flame studied, two classes of flow structure leading to global extinction were identified. 

The newly introduced technique of multidimensional conditioning used new criteria to compare 

individual extinction events in a meaningful, statistical manner and avoid smearing important 

spatiotemporal information. It was found that turbulent vortices generate strain close to the 

flame and that extinction occurred when the resulting increase in strain exceeded critical values 

for sufficient time. Although strain was a more important measure for extinction than vorticity, 

peak strain alone was not a sufficient measure to predict extinction. 

 

6.3 Chemiluminescence at 10kHz to observe flash back in lean premixed flames 

Lean premixed combustion offers the potential for low NOx-emissions. These flames, however, 

are hindered in their application as they are prone to instabilities and flash back. Therefore more 

knowledge is required to predict the transient behavior of such flames.  

The burner presented at the right hand side of figure 2.2(b) was designed to investigate the 

transition from stable flames into flash back. With the central bluff-body sticking out of the 

nozzle exit plane by 20mm a meta-stable state of the flame can be achieved that can be stabi-

lized between stable operation and flash back. This state is connected to a precession of the 

flame around the shell of the bluff-body [11]. Approaching a Reynolds-number dependent crit-

ical swirl number, the flame looms into the annular slot during precession. To enable optical 

observation of the flame dynamics during flash back, the outer tube of the burner was replaced 

by a quartz tube.  

Figure 6.11 shows a sequence of chemiluminescence images during the event of a flash back. 

Tracking the temporal dynamics of the flame continuously is the only possibility to capture the 

point in time where flash back occurs. Thereby characteristics such as flame propagation speed 
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can be measured conditioned on the transient event and during flash back. Conventional repe-

tition rates of several 10Hz would be much too slow to capture the onset and dynamics of such 

an event.  

At the critical swirl number most of the times the flame extends into the slot. The arrow in the 

image at t = 0ms marks the instantaneous flame tip from which the flame shoots upstream 

subsequently. During this upstream movement the flame spins around the bluff body. Within 

4ms the flame covered a distance of 14mm. This corresponds to an average axial velocity of 

3.5m/s. During other events the velocity peaked up to 12m/s. The turbulent burning velocity is 

much less. In [11] for the present conditions it was estimated to be below 2m/s. As the kine-

matics of the premixed flame front can be determined by the vectorial addition of turbulent 

burning velocity and convection, the flash back must be caused by instantaneous negative axial 

gas velocities. This finding actually was confirmed by PIV-velocity measurements conditioned 

on the flame tip [221]. More recent PIV/OH PLIF high speed measurements provide even more 

details into the mechanisms of flash back [10]. 

 

Figure 6.11 

Sequence of CL-images during flash back in the annular slot of the burner presented in figure 

2.2(b). Although the IRO/CMOS-data rate was 10kHz only every 10th image is shown in the 

sequence labeled 0 to 5ms. Finally the flame stabilizes at the swirler assembly inside the nozzle. 

6.4 High speed flow field measurements in an DISI engine using PIV 

A key challenge with present engine development is an improved understanding of cyclic var-

iations [222]. During the intake and compression stroke, variations of the intake and in-cylinder 

flow field occur that impact fuel/air mixing and ignition. These variations result in differing 
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early flame kernel development or even misfire, effecting engine efficiency and emissions of 

pollutants such as unburned hydrocarbons. Although origins of cycle-to-cycle variations (ccv) 

have been investigated since more than 100 years [223], the interest has been renewed with the 

advent of direct-injection spark-ignition (DISI) engines introduced in 1996 [224]. Compared to 

homogeneous charged operation, stratified charging especially at idle and light load reveal in-

creased levels of ccv. 

A closer insight into origins of ccv is based on instantaneous recordings of in-cylinder condi-

tions. Such experiments are performed mostly by using planar laser diagnostics due to their 

inherent high temporal and spatial resolution [225]. Recent laser-based studies specifically on 

ccv can be divided into scalar and flow field measurements. Scalar field measurements aim to 

monitor local equivalence ratios near the spark plug at the instant of ignition or to identify 

variations during the early flame kernel development [90]. In flow field studies two velocity 

components are measured in selected planes using 2C-PIV (2-component particle image veloc-

imetry). Until recently, repetition rates of flow and scalar field measurements were restricted to 

one exposure per cycle [90]. This restriction resulted in observations of statistically uncorre-

lated instantaneous realizations of the flow field from which maps of the first two statistical 

moments perpendicular or parallel to the cylinder axis were calculated. Depending on the vor-

tices sizes, large-scale coherent structures were separated from small-scale fluctuations, some-

times named “true turbulence” [226]. Whereas small-scale structures are believed to be iso-

tropic, large-scale structures are associated with cyclic variability of the flow [90]. 

This “high-speed” technology has been already applied successfully to in-cylinder flow [78, 

227, 228] and mixing field measurements [209]. [227] analyzed ccv associated with low fre-

quency structures by subtracting the ‘ensemble mean velocities’ from the low pass filtered flow 

fields giving a measure of the spatially resolved cyclic variability. These were recorded with a 

resolution of 128x128 pixels. [228] extended this approach to a higher resolution using 512 x 

512 pixel arrays. Different to these approaches [81] quantified cyclic variations using a proper 

orthogonal decomposition scheme. These authors analyzed 64 cycles from cinematographic 

PIV to deduce temporal evolutions of time-dependent flow patterns. In their findings an initial 

increase of ccv during the compression stroke was observed that decreased when the top dead 

center (TDC) was approached. In [229] UV-PIV at 6 kHz was applied to measure two compo-

nents of the in-cylinder velocity field in a 15x15 mm2 region near the spark plug. Ensemble-

averaged kinetic energy and turbulent kinetic energy were calculated for progressively in-

creased band-pass filters showing the transfer of energy from larger to smaller scales during the 

cycle. 

On the basis of these previous studies the present investigation [80] aims to monitor the in-

cylinder flow field by cinematographic 2C-PIV but with a significantly increased field of view 

reaching 43 x 44mm2. For instance, due to improved CMOS camera technology, 73 cycles with 

a resolution of one degree crank angle (CA) at 1000rpm were recorded. The temporal evolution 

of the compression stroke was recorded spanning over 80° CA until TDC. Although this en-

larged field of view comes along with a reduced signal-to-noise ratio, at early stages of the 

compression stroke more than 75% validated vectors were achieved. This allowed tracking of 

the large-scale tumble charged motion from which ccv were deduced for different engine oper-

ation conditions.  
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6.4.1 Experimental setup 

A schematic of the optically accessible internal combustion engine together with the PIV setup 

is shown in figure 6.12. The engine was a one cylinder spray-guided, spark-ignition, direct-

injection engine with an 82 mm bore and an 86 mm stroke with a compression ratio of 9.6:1. It 

uses a central mounted injector and a spark plug mounted at the side as indicated in figure 6.13, 

both of which were removed for these isothermal investigations. It was optically accessible 

through a 30 mm high quartz-glass ring forming the upper part of the cylinder (cylinder win-

dow). Additionally, two pent roof windows on both sides as well as a quartz window embedded 

into the flat piston crown enabled the camera to record the flow field. The cylinder head was 

preheated to 80°C to mimic steady-state engine conditions and was equipped with a horizontally 

dividable twin inlet manifold. By closing the lower half of the twin inlet manifold pipes, a 

tumble charged motion was induced. The tumble motion was oriented parallel to the cameras 

field of view. 

 

 

 

Figure 6.12  
Experimental setup; 1: Quartz glass ring and pent roof windows; 2: Piston crown glass disc 

 

The main focus of the temporally resolved velocity measurements was on the compression 

stroke, being relevant for cyclic variations due to impact on fuel/air mixing, ignition and com-

bustion. The engine was motored at 500, 1000 and 2000 rpm (see table 6.1) without firing. The 

compression stroke was tracked temporally by 40 to 160 images depending on the engine speed 

spanning from 80° BTDC (before top dead center) up to TDC. As each data set consisted of 

approximately 5800 vector fields due to the cameras on-board storage capacity (8GB) up to 146 

subsequent cycles were recorded during a single engine-run. 

 

Table 6.1 Overview of experimental configurations and variation of parameters. 

Engine speed 

[rpm] 

No. of recorded 

cycles 

No. of 

images/cycle 

PIV time delay 

[μs] 

500 36 160 60 

1000 73 80 20 

2000 146 40 10 
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Figure 6.13  
Field of view of in-cylinder flow field; OV: outlet valve, IV: inlet valve 

 

High speed PIV was used to capture the transient behavior of the instantaneous flow field. For 

this purpose a frequency-doubled, dual-cavity Nd:YVO4 slab laser (Edgewave, INNOSLAB) 

operated at 532 nm with a pulse energy of 0.7mJ/pulse was used. The repetition rate was set to 

6 kHz with a pulse to pulse separation of 10-60 μs according to engine speed. The laser beam 

was formed into a light sheet and then guided through the piston window into the cylinder. The 

light sheet width was ~45 mm with a thickness of ~1 mm. Light scattered by oil droplets was 

recorded at right angles through the quartz glass ring and the pent roof window by a CMOS 

camera (La Vision, HSS6). The pixel-resolution of the recorded images was 62.5 μm and the 

field of view spanned 688x704 px, resulting in a spatial resolution of 43x44 mm². The seeding 

oil was generated by an aerosol generator (Palas) using hydraulic oil (Liquimoly). The size of 

the droplets was ~1 µm. Seeding was led into the intake air resulting in a homogenous droplet 

distribution within the cylinder.  

Data processing was based on a PIV-algorithm presented in [62]. A multipass interrogation 

with window shifting was used with a final grid consisting of 16x16 px, resulting in a resolution 

of 1x1 mm. The number of valid vectors depends on operational conditions. In general, at low 

engine speeds and low gas densities and at early crank angle degrees during the compression 

stroke, the quality of the PIV data was above average and spurious vectors occurred predomi-

nantly at the edges (piston crown, cylinder head). For example, at 1000 rpm ~75% valid vectors 

were achieved at 60° BTDC while this number decreased monotonically to ~55% at 20° BTDC. 

This decline is caused by the evaporation of the droplets during the compression stroke leading 

to a decrease in particle size and to deposits on the windows which began to appear predomi-

nantly at the cylinder head. For this reason the vector fields were filtered carefully using a set 

of filters based on the signal-to-noise ratio, the correlation peak height as well as a comparison 

with the local neighboring vectors to remove inconsistent vectors. 

 

6.4.2 Results and discussion 

To give an overall impression of the flow field, a sequence of ensemble averaged flow fields is 

presented in figure 6.14. It was calculated from 73 consecutive engine cycles for a tumble 

charged motion at 1000 rpm. The engine speed of 1000 rpm was selected as the standard case 

in this work, from which variations of speed are shown for comparison. The investigated crank 

angle range spans from 80° BTDC until TDC corresponding to the time period when fuel is 
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injected and ignited. During this period local flow fluctuations may lead to poor combustion or 

even misfires as observed by [72]. This may happen for example when an elongation of the 

spark or the early flame kernel moves in opposite direction away from the ignitable mixture. 

The tumble motion can be observed with a vortex diameter of about 20-30 mm. During com-

pression the vortex is squeezed vertically and moves diagonally towards the upper right corner. 

The strong vortex is visible until ~30° BTDC. Beyond that the quality of the vector field is poor 

due to evaporating seeding and deposits on the upper part of the pent roof window. Note that 

in this work the isothermal flow was investigated only for a motored configuration without any 

injection of fuel. 

 
Figure 6.14  
Temporal evolution of the ensemble averaged flow field at 1000 rpm, tumble charge motion 

 

Tumble Vortex Center 

To characterize the tumble motion and its progress in more detail the vortex center was detected 

based on the vorticity map as demonstrated in figure 6.15. The vortex center was located as the 

interrogation window with the highest vorticity peaks. An additional criterion similar to [81] 

was that the velocity field of this interrogation window had to present a minimum according to 

its adjacent velocity vectors. To accomplish this, a sub region of the flow was selected which 

included the vortex center for the investigated crank angle range. In a first step spurious vectors 

were removed using sets of conventional PIV filters and then interpolated using neighboring 

velocity vectors. Furthermore, a proper orthogonal decomposition (POD) for the selected en-

semble of data was performed. This provides an optimal set of basis functions. The first 20 

modes containing more than 99% of the kinetic energy were selected to reconstruct the flow 
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field in a reverse-transformation. Because spurious vectors contribute to high frequencies (cor-

responding to high modes) the removal of them effectively corrects the vorticity map. Other-

wise the spurious velocity vectors would contribute on a large scale to the vorticity map and 

dilute its validity. As the flow contains vortices of different size and strength an additional 2D-

Gaussian low pass filter was applied to separate the large tumble flow structure from the smaller 

underlying vortices. The 1/e² width of the Gaussian filter was set to 20 mm in order to only 

retain the large vortex structure. 

 

 
Figure 6.15  
Vortex center detection (1000rpm, tumble charge motion): The indicated region of the flow 

was used to identify the vortex center. The zoom shows the filtered flow field in which a POD 

was applied to remove the spurious vectors. Additionally, it was filtered using a low pass 

Gaussian filter to extract the large scale structures only. The background color gives the velocity 

weighted vorticity field; the identified vortex center is marked by a circle  

 

Figure 6.16a shows the averaged location of the vortex center obtained from 73 individual cy-

cles during compression stroke from 80 to 62° BTDC. During this time period the piston moves 

upwards displacing the vortex center diagonally from the lower left corner towards the cylinders 

centerline. For the standard case at 1000 rpm the main vortex is displaced horizontally by ~8 

mm from x = -7 to x = 1 mm and vertically by ~5.5 mm from y = -29 to -23.5 mm. While the 

horizontal displacement varies with engine speed (~6 mm for 2000 and ~7 mm for 500 rpm) 

the vertical displacement is constant at 5.5 mm for all cases. The paths for 1000 and 2000 rpm 

are very close to each other and begin to merge towards TDC. In contrast to them an enormous 

difference is observed at 500 rpm where apparently a different flow pattern exists. This is an 

engine speed where combustion would be very unstable under fired conditions. 

The ccv in respect to the mean vortex center is shown as the standard deviation of the instanta-

neous vortex center distributions in figure 6.16b. The rms was calculated using 36 cycles per 

configuration. The statistical error of the rms-values are estimated by analyzing the scatter of 

the quantity by taking different samples (subsets of individual cycles) out of the whole available 

data-set of 146 cycles at 2000 rpm. The rms was calculated from 36 arbitrarily selected cycles 

within each sample, each sample gives one value for the rms. For an adequate number of sam-

ples the resulting PDF represents the distribution of the quantity. The width of the PDF quanti-

fies the statistical error when calculating the quantity from a given number of individual data 

points. The variation of the rms value calculated from 36 individual cycles was found to be 

within +/- 0.2 mm. The rms of the vertical location is constant over the observed crank angle 

range for all engine speeds at approx. 1.5 mm. This indicates that the flow field with an induced 
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tumble motion is approximately constant in its vertical direction. The vertical location itself is 

stabilized by the upwards moving piston. The horizontal location in contrast shows a larger 

variability which decreases slightly between ~0.2-0.5 mm from 80° towards 62° BTDC result-

ing in a rms of 2.2 mm for 2000 rpm, 2.7 mm for 1000 rpm and up to 3.4 mm for 500 rpm at 

62° BTDC. [81] observed in a similar analysis that the cyclic variability of the vortex center 

increases during the compression stroke until approximately 110° BTDC and is reduced again 

towards the end of the compression stroke. While their analysis ends at 78° BTDC a similar 

trend is recognized in this work in which the vortex center is tracked from 80° to 62° BTDC. 

 
Figure 6.16  
Averaged location of the vortex center for 80 to 62° BTDC (a) and the rms given in terms of 

the horizontal coordinate x and the vertical coordinate y (b) for 500, 1000 and 2000 rpm. The 

arrow in 5a indicates the general direction of the main vortex  

 

The substantial ccv are shown in figure 6.17 by histograms of the vortex centers locations at 

80° and 62° BTDC. Due to the experimental setup the maximum number of cycles for 500rpm 

is 36, for 1000rpm 73 and for 2000rpm 146. For the vertical axis y the ccv are a few millimeters 

and similar for all engine speeds. The fluctuations along the horizontal axis x in contrast are 

much larger. For 500 rpm the histogram shows a very broad distribution with a random struc-

ture. For higher engine speeds the distribution becomes narrower. Still some isolated outliers 

can be found, as for example the 51st cycle at x = -20 mm for 1000 rpm. This is approximately 

14 mm off the average location ( x  = -7 mm at 80° BTDC) to the left towards the side of the 

outlet valve. Two outliers out of 73 cycles (~2.7%) were found for 1000 rpm while only a single 

outlier was found for 146 cycles (~0.7%) at 2000 rpm.  
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Figure 6.17  
Histogram of the vortex center locations for 80 and 62° BTDC for the horizontal coordinate x 

(left) and the vertical coordinate y (right) for 500, 1000 and 2000 rpm 

 

For two individual cycles at 1000 rpm the path of the vortex centers is shown in figure 6.18. 

The 11th cycle appears to be close to the averaged data points in respect to location of the vortex 

centers and the path length. A different behavior is seen for the 51st cycle which had already 

been identified as an outlier in the histogram in figure 6.17. At 80° BTDC the vortex center is 

located at x = -18 mm and moves with a faster speed towards x = 0 mm at 62° BTDC than the 

averaged vortex center locations. Interesting to note is the huge step between 77 and 76° BTDC 

where the vortex center moves from x = -15 to x = -9.5 mm. It is apparent that a different flow 

regime exists for the 51st cycle.  

 

 
Figure 6.18  
Mean path and two individual paths of the vortex centers for 80 to 62° BTDC for 1000 rpm. 

The arrow indicates the general direction of the main vortex. 
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Instantaneous Flow fields 

Figure 6.19 shows the temporal development of the instantaneous flow field of the 11th and 51st 

cycle. The flow field is given for 80, 60, 50, 40 and 30° BTDC with the velocity magnitude 

shown by the underlying color map. The flow field here is represented by validated vectors only 

i.e. no interpolation was performed after removing the spurious vectors. This demonstrates the 

quality of the PIV results and shows the influence of deposits on the windows especially in the 

upper right corner. Additionally, the influence of the evaporating particles towards TDC can be 

observed by the decreasing quality of the vector field. Although the piston was masked out 

before the PIV post-processing one can see from 60° BTDC onwards that when the piston 

moves into the field of view there are some remaining vectors at the piston crown. These are a 

result from the pistons movement rather than from the actual flow. These vectors were not taken 

into account for the further analysis.  

The 11th cycle represents a typical cycle with one large vortex center at 80° BTDC. Given the 

upwards movement of the piston the flow is accelerated in the lower right corner leading to 

regions of high velocity. Thereby the vortex center is distorted and vertically compressed. From 

60° BTDC onwards the kinetic energy begins to dissipate. The large vortex center breaks up 

into smaller vortices. These are aligned horizontally in a region between -25 < y < -15 mm 

separating regions of high velocity at the piston crown and the cylinder head. At the cylinder 

head in the vicinity of the centerline (x = 0 mm and 0 > y > -12 mm) the flow moves from the 

right side (inlet valves) towards the left. Thus, the flow passes the region where the injection 

nozzle is located towards the region of the spark plug. This is indicated in figure 6.13 (both the 

injection nozzle and spark plug were removed for these isothermal measurements). Further on 

the flow moves down towards the piston where the fuel cloud would be found under stratified 

conditions. This flow pattern is the standard case. In contrast, the 51st cycle shows a different 

behavior. Two vortices are found at 80° BTDC which are already compressed vertically due to 

a larger region of high velocity at the piston pointing upwards for x > -20 mm. Several crank 

angle degrees later the left vortex which was larger in size seems to have merged with the 

second vortex. This is the reason why there is such a great step of the vortex center location 

between 77 and 76° BTDC in figure 6.18. The vortex moves upwards to the cylinder head at x 

= 0 mm. Compared to the 11th cycle regions of higher velocities are found from 60° BTDC 

onwards pointing down towards the piston. The vortex moves along the cylinder head back to 

the left and is found for 30° BTDC at the location of the spark plug (x = -15 and y = -10 mm). 
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Figure 6.19  
Individual flow fields of the 11th cycle (left) and the 51st cycle (right) at 80, 60, 50, 40 and 30° 

BTDC for 1000 rpm, tumble charge motion. 

 

Kinetic Energy 

Ignition, flame kernel growth and flame propagation are influenced by the direction of the flow 

[72], the flow structures size and their corresponding energy content [229]. Therefore another 

statistical analysis of the cyclic variability was performed in terms of the kinetic energy of the 
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flow field. In a first step the spatially averaged kinetic energy was calculated using all available 

velocity vectors. Here again only validated vectors were taken into account (no interpolation 

was performed). Furthermore, the kinetic energy was calculated using only the two available 

in-plane velocity components. Although the out of plane component is missing, it can be as-

sumed to have a far lower influence than the in-plane components because of the tumble charge 

motion. The spatially averaged kinetic energy E and the turbulent kinetic energy k are calculated 

according to [81]  
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with n corresponding to the number of valid vectors.  

Figure 6.20 shows the temporal progress of the spatially averaged kinetic energy E and k aver-

aged over all recorded cycles for 500, 1000 and 2000 rpm, respectively. According to the scal-

ing law of the intake flow which is proportional to the engine speed, the kinetic energy is nor-

malized by the square of the engine speed. While 1000 rpm is the standard case the kinetic 

energy for 2000 rpm is divided by 4 and 500 by 0.25, respectively. Thus, the resulting energy 

values of E and k are in the same order of magnitude for all investigated engine speeds. Note 

that the level of reliance upon these values decreases after 40° BTDC as the number of valid 

vectors is reduced rapidly (see figure 6.19). 

Viewing the standard case at 1000 rpm with a tumble charge motion E first increases until the 

piston moves into the field of view (at 65° BTDC). This is due to the regions of high velocities 

found in the vicinity of the piston crown (see figure 6.19). These velocities are forced into the 

field of view. Over the next 20° CA E decreases by approximately 25%. This corresponds to 

the time where the large vortex center breaks up into smaller vortices. Further on the dissipation 

of energy slows down for 10° CA before it decreases again rapidly (at ~ 35° BTDC). This decay 

changes significantly with engine speed. The peak of E moves to earlier CA with increasing 

engine speed (from 61° BTDC for 500 up to 66° BTDC at 2000 rpm). While dissipation out-

balances the production of kinetic energy at 500 rpm, the production balances dissipation for 

several crank angles at 2000 rpm resulting in a plateau at 52 to 44° BTDC. After this plateau 

the gradient in decline is larger than compared to the 500 and 1000 rpm case. Interestingly the 

minimum of E is reached earlier for 2000rpm (at 20°BTDC) than for both other cases (at 10° 

BTDC).  

The turbulent kinetic energy (see figure 6.20b) declines earlier with increasing engine speed 

similar to E (see figure 6.20a). At an engine speed of 1000 rpm a peak is found at 30° BTDC 

(25° at 500 and 38° at 2000 rpm). This corresponds to the CA where the decay of kinetic energy 

is maximal (largest negative gradient). In respect to engine speed, the turbulent kinetic energy 

k reaches its minimum at the same CA as the corresponding minimum of kinetic energy E.  
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Figure 6.20  
Ensemble average of the spatial averaged kinetic energy E (a) and turbulent kinetic energy for 

500, 1000 and 2000 rpm. Values are normalized by the square of the engine speed in regard to 

the standard case of 1000rpm. 

 

The individual traces of kinetic energy for the 11th and 51st cycle are shown in figure 6.21. They 

are consistent with the flow field as shown in figure 6.19 in regard of their peak velocities. The 

larger regions of high velocity located in the vicinity of the piston crown lead to a higher and 

broader peak for the 51st cycle. Interestingly, the decline of E is faster than for the 11th cycle 

and thus leads to similar values of E after 35° BTDC. The turbulent kinetic energy is a more 

sensitive value to identify cycles with a change in its flow structure. While the values of k for 

the 11th cycle are close to the mean of k (representing all cycles), the 51st cycle presents values 

of k which are up to 3 times larger than the mean. This great difference is caused by a varying 

energy distribution within the flow field (see figure 6.19). To demonstrate the ccv, scatter plots 

are shown for every 5th CA (see figure 6.21).  

 
Figure 6.21  
Kinetic energy (left) and turbulent kinetic energy (right): mean (black), 11th cycle (blue) and 

51st cycle (red) for 1000rpm, tumble charged motion. 

6.4.3 Conclusions high speed engine flow field measurements  

High speed PIV has been applied to an optically accessible direct-injection spray-guided inter-

nal combustion engine to investigate the temporal evolution of the isothermal flow field and its 
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cyclic variability. Based on recent improvements in all-solid-state diode-pumped laser- and 

CMOS camera-technology a large field of view (43 x 44 mm2) was achieved at 6 kHz resulting 

in a temporal resolution of 1° CA at 1000 rpm. The isothermal flow field was recorded during 

the latter half of the compression stroke (80 to 0° BTDC) for a tumble charged motion at 500, 

1000 and 2000 rpm. 

The flow structure was investigated by individual flow fields and an automated analysis of 

ensemble averaged flow fields. The temporal evolution of the large scale vortex induced by the 

tumble motion revealed a substantial variability in the horizontal direction while the vertical 

location was mainly determined by the upwards moving piston resulting in far lower variability. 

This was supported by an analysis of kinetic energy and turbulent kinetic energy based on the 

two measured velocity components. A few cycles revealed great variations compared to the 

ensemble average in terms of the vortex center location as well as its temporal evolution and 

kinetic energy. Their individual flow fields revealed a different flow structure resulting in a 

change of the flows velocity and directionality in the area of the spray injector and the spark 

plug. A more advanced investigation and correlation of these flow structures with flame kernel 

development would be of great interest. 

 

6.5 Flame kernel growth in DISI engine observed by OH PLIF at 6kHz 

Information on transient flame propagation inside the cylinder of an internal combustion engine 

is a substantial part for an improved understanding guiding the development of higher efficien-

cies and reduced pollutant emissions. This study [230] presents the feasibility to temporally 

resolve the evolution of spark-ignited flame kernels using a single laser/camera system. In con-

trast to previous approaches based on multiple intensified CCD and clustered lamp-pumped 

Nd:YAG laser technology [231], the methodology presented here relies on continuous pulse 

sequences and intensified CMOS-cameras. This enables a more detailed view upon cycle-to-

cycle variations (ccv) because a large number of sequential combustion cycles is recorded. The 

appearance of ccv is an unwanted disturbance in engines, especially in current spray guided 

direct injection spark ignition (DISI) engine configurations. To characterize ccv, an adequate 

temporal resolution is required to comprehend the flame structures and their variability in time 

and space. Therefore the flame kernel evolution of sequential cycles is an important cornerstone 

of understanding the origins of ccv during combustion. 

The method of choice to mark the flame front is planar laser-induced fluorescence (PLIF). The 

excitation of diatomic molecules such as OH is a standard procedure within laser combustion 

diagnostics and is widely accepted for representing the instantaneous flame front position [93]. 

High-speed imaging of atmospheric turbulent flames using the steep gradient of OH radicals as 

an indicator of the flame front has been demonstrated in [232–234]. Depending on the time-

scales to be resolved, such as the integral time-scale of a turbulent flow, the repetition rate must 

be chosen accordingly. Integral time-scales in turbulent flames are typically in the ms-range 

[8]. Therefore repetition rates must be in the kHz-range. Time-scales of interest studying flame 

dynamics and ccv in IC-engines are 1 degree CA and therefore scale with the engine speed. At 

1000 rpm, the temporal resolution of 1 degree CA per image corresponds to 6 kHz. Thus, the 

techniques developed for studying transients in turbulent flames are transferred and adopted to 

in-cylinder processes of a DISI engine.  

Temporal flame kernel development and flame propagation throughout the cylinder is of com-

mon interest [235, 231, 236]. Whereas recording OH chemiluminescence within an IC engines 
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at standard 10 Hz repetition rates is well established, measuring the transient flame front prop-

agation during individual cycles is still a challenge. The benefit of the present approach using 

OH-PLIF at 6 kHz is temporally resolved imaging of the flame kernel development at a large 

field of view. From this transient data flame contours and their propagation speeds can be ex-

tracted for individual cycles. Parameters such as engine speed, charge motion and timing influ-

ence the propagation speed and burning time. Especially exhaust gas recirculation (EGR) does 

strongly impact the engine characteristics. Most notably, EGR at partial load operation is used 

to reduce NOx exhaust emissions and increase engine efficiency by mixing intake air with ex-

haust gas to a ratio of up to 30%. As a result of this mixing process flame speeds are retarded 

and burning times increase. Using high speed flame kernel imaging, this influence can be stud-

ied in detail as presented here.  

 

6.5.1 Experimental setup 

OH radicals were excited at the Q1(6) line within the A2+ ←X2 (1-0) band using a frequency 

doubled dye laser (Sirah Allegro). The dye laser was pumped by a frequency-doubled Nd:YAG 

laser at 532 nm (EdgeWave). The pump laser was operated at a repetition rate of 6 kHz. Average 

pulse energies and pulse lengths were 5.3 mJ/pulse and10 ns, respectively. To lower the peak 

intensities at the dye laser optics the beam of the pump laser was expanded by a telescope with 

an expansion factor of 1.4. Resonator and amplifier were operated with Rhodamine 6G dis-

solved in ethanol. Dye laser radiation at 566 nm was frequency doubled using a BBO crystal. 

First and second harmonics were separated by four Pellin-Broca prisms. At 283 nm average 

pulse energies of up to 360 µJ/pulse were achieved at a repetition rate of 6 kHz (2.15 W quasi-

cw).  

 
Figure 6.22 

Experimental setup for 6 kHz OH PLIF measurements tracking early flame kernel develop-

ments in an operating DISI engine. 

 

A laser light sheet was formed using a combination of three lenses. The light sheet entered the 

cylinder through a quartz glass ring and was aligned horizontally just above the top dead center 

(TDC) position of the piston. At the measuring plane the light sheet was 54mm wide and ap-

proximately 200 µm thick. Due to reflective losses at the lenses and the quartz cylinder ring 

pulse energies decreased to 290 µJ/pulse inside the cylinder. Vertical and horizontal alignment 

of the laser profile were checked regularly during the experiments. 

Fluorescence around 308 nm was collected using a UV lens (Bernhard Halle Nachfl. GmbH, f 

= 100 mm, f# = 2). A band pass filter with 80% transmission at 308 nm (mso Jena) was used to 

reduce spuriously scattered light and resonance fluorescence. PLIF-signals were recorded by a 
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lens-coupled dual-stage intensified CMOS camera (LaVision HSS6). The intensifier consisted 

of a multi-channel plate followed by a booster (LaVision). It was operated at 65% gain and a 

gate width of 100 ns. At 6 kHz 992 x 1024 px of the CMOS chip were active resulting in a field 

of view of 53 x 54. Temporally resolved OH-PLIF was observed through the piston window 

and using a 90°-mirror located within the extended piston as shown in figure 6.22. The camera 

on-board memory was limited to 8 GB resulting in 5400 images per sequence. Due to this stor-

age capacity during a single engine run lasting approximately 21 s 180 sequential cycles were 

recorded enabling statistical analysis. Camera and intensifier were synchronized with the en-

gine timing through the engine timing unit. 

The engine design is thoroughly described in [80] and only the most important operating pa-

rameters for the present study are listed in table 6.2. A standard multi-hole injector with a pie-

zoelectric actuator was applied. The fuel used was similar to standard gasoline, but with a low 

percentage of aromats. This was necessary to avoid superposition from LIF signals of other 

species. Selected randomly from a sequence comprehending thousands of frames, a sample 

image of the OH-PLIF signal intensity is shown in figure 6.23. Because of high temperatures 

during the fired mode the engine was skip fired with a ratio of 1:3. Furthermore, the spark 

duration time was adjusted so that a safe operation of the intensifier was possible. It was set 

between 0.75 and 0.85 ms, corresponding to the EGR rate (the more EGR, the longer the spark 

duration). Amplifying the ignition spark would have caused irreversible damage to the intensi-

fier. In early tests, the ignition of the engine was thoroughly inspected for such a short duration. 

In a parametric study external EGR rates were varied from 0 to 20%. The composition of ex-

haust gases was mimicked by N2 and CO2 in a mixing ratio of 9:1. 

Note that various other parameters such as injection timing, ignition timing, charge motion, and 

injection nozzle geometry were varied but this parametric variation and the corresponding sta-

tistical analysis is not within the scope of the present chapter. 

 

Table 6.2 

Parameters for engine operation. 

 

 

A post-processing procedure was applied to the raw images to extract the local flame front. In 

a first step a cuevette was used to examine the decline in signal intensity along the laser light 

sheet. This resulted in a horizontal linear decline of the signal with a ratio of 4:1. Secondly,  a 

non-linear diffusion filter was applied for denoising, similar to [237]. In a final step, to clearly 

differentiate between burnt and unburned regions each image was evaluated with a histogram 
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of the pixel intensities to deduce an appropriate threshold. The binarized images were then used 

for all analyses. 

 
Figure 6.23 

Sample image of OH sampled at 6 kHz repetition rate. Amplifier noise is clearly apparent. 

 

6.5.2 Results and discussion 

Figure 6.24 shows the temporal evolution of individual flame kernels represented by instanta-

neous OH radical distributions. Images shown are after post-processing as outlined above. They 

are separated by 1 or 2°CA and only sectors of the full view are presented. EGR is varied from 

0 - 20% as noted in the figure captions.  

 

 
Figure 6.24 

Flame kernel evolution of individual engine cycles at 0% (top) and 20% EGR (bottom) 
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Obviously, the location of the first entry of the flame front into the laser light sheet plane is near 

the spark plug. The size of the flame kernel expands continuously until the edge of the field of 

view is reached. The PLIF-signal intensity is sufficiently good to extract the flame front and its 

propagation in the measurement plane during individual engine cycles. A preliminary statistical 

analysis of the flame area propagation is shown in figure 6.25. The error bars represent the 

standard deviation (1-range) of the dataset and the central measurement points represent the 

average flame area growth. The dataset consists of 50 individual cycles which were consecu-

tively recorded. Due to cyclic variations of local turbulence properties and residual gas compo-

sition the flame area scatters significantly. To illustrate the variability of the process two ex-

treme cases with growth rates above and below the 1-range are included to figure 6.25. Notice 

that temporally tracking flame growth of individual cycles as demonstrated here is only possible 

by high speed technology based on infinite pulse sequences at kHz repetition rates.   

 
Figure 6.25 

Analysis of the flame area propagation at 1000 rpm without EGR. 

   

For different EGR rates the temporal development of the initial spark-ignited flame kernel dif-

fers significantly. With increasing EGR the flame growth speed is reduced. For 0% EGR the 

flame kernel growths into the measurement plane approximately at 35°CA BTDC. Increasing 

the EGR rate to 10% the arrival at the measurement plane is delayed by only 1 -  2°CA (not 

shown) but at an EGR rate of 20% first OH PLIF signals appear earliest at 32°CA BTDC. 

Similarly, the flame kernel growth rate is decreasing significantly with increasing EGR-rate. 

Differences in the flame area growth rate are most pronounced when switching from 0% to 10% 

EGR. For 20% EGR especially during the initial phase up to 25°CA BTDC, the flame kernel 

grows only marginally whereas without EGR the kernel increases constantly and much more 

rapidly. These differences are shown in figure 6.26. Mean and coefficient of variation are com-

puted from 50 cycles at each EGR level.  

 
Figure 6.26 

Statistical analysis of data at 1000 rpm with different EGR rates. 
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Imaging a three-dimensional process using a two-dimensional approach of course does not al-

low for final evidence. However, decreasing growth rates with increasing EGR illustrated in 

figure 6.26 are expected because laminar flame speeds decrease with increasing mole fraction 

of inert gases and decreasing flame temperatures. Lower laminar flame speeds in turn reduce 

turbulent flame speeds that are actually observed here in a two-dimensional projection.    

 

6.5.3 Conclusion and Perspectives of high speed OH PLIF in DISI engine  

This study shows the feasibility of engine in-cylinder OH radical imaging at multiple kHz rep-

etition rates using planar laser-induced fluorescence. The data is sufficiently good to extract 

transient flame front propagation resolving individual engine cycles. The large CMOS camera 

on-board memory used for detection in combination with continuous UV laser pulse sequences 

allowed for recording of hundreds of subsequent cycles. Although not the focus of the present 

paper, in future this large data set enables more detailed statistical analysis of in-cylinder flame 

dynamics and the investigation of cyclic variations at different operational conditions. Using 

exhaust gas recirculation as a prominent route to reduce NOx-emissions, the method clearly 

allows quantifying the impact of gas composition on flame dynamics. Further investigations 

are necessary to thoroughly understand the influences of the flow field onto the flame kernel 

propagation. This may be achieved using a combinative application of particle image veloci-

metry and OH-PLIF. 

 

6.6 Towards volumetric scalar imaging 

Two-dimensional laser measurement techniques such as particle image velocimetry (PIV) and 

planar laser-induced fluorescence (PLIF) have been widely used in combustion diagnostics 

[238]. However, these methods suffer from deficient out-of-plane information which limits the 

understanding of complex three-dimensional transient events. Particularly, in turbulent flames 

and ignition events out-of-plane motion plays an important role [239]. Therefore, spatially and 

temporally resolved measurements are essential for a deeper understanding of flame-flow in-

teractions. 

In recent years, many efforts have been made towards obtaining spatially resolved experimental 

data in combustion studies. Multiple laser sheets, including crossed- and parallel-plane meas-

urements of OH-PLIF combined with normal [240] or stereoscopic PIV [241, 242] have been 

used to produce quasi four-dimensional (4D) information during experiments with turbulent 

flames. Volumetric imaging employing volumetric laser illumination and multiple cameras for 

the detection has been applied for tomographic measurements of the velocity field [243–246] 

and flame chemiluminescence [247]. 

By sweeping a laser sheet fast enough across the measurement volume, quasi three-dimensional 

(3D) measurements can be achieved. These techniques can be divided in two groups: oscillating 

mirrors (e.g., galvanometric scanners and stepper motors) [248, 249] and polygonal mirrors 

[215, 250]. Although they are proved to be effective for tracking transient events in combustion 

and fluid dynamics applications, their maximal scan frequency is restricted by the inertia related 

to the moving mechanical parts [215]. The high inertia is an additional safety issue which needs 

to be considered. 

An alternative to mirror-based mechanical deflection is the optical solid state deflection by 

means of an acousto-optic deflector (AOD) [251]. With an AOD, a light beam can be deflected 
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by inducing a high-frequency acoustic wave through a crystal to change its refractive index 

periodically [216].  

Another option is tomographic laser-induced fluorescence (Tomo-LIF) which has been devel-

oped for the 3D imaging and temporally tracking of flame structures (i.e. high-temperature re-

action regions) [252, 253]. The Tomo-LIF approach combines volumetric laser illumination 

with a multi-camera detection system for the volumetric reconstruction of scalar distributions.  

In the following example, time-resolved Tomo-LIF of OH was used to study the spatial and 

temporal evolution of auto-ignition kernels formed during the continuous injection of methane 

jets into a NOx-vitiated, high-turbulence, hot air co-flow generated by a microwave heater. The 

3D size, structure, location, and orientation of auto-ignition (AI) kernels and their temporal 

evolution were determined from the time-resolved tomographic reconstructed fluorescence sig-

nals and analyzed for different flow conditions as an initial effort to better understand the tran-

sient 3D phenomena involved in AI of turbulent mixing flows. 

Experimental setup, operation conditions and data post-processing 

Figure 6.27 shows a schematic cross section of the burner head of the 75 kW microwave plasma 

heater (MWPH) test rig, including the geometrical boundaries at the exit of the nozzles. For the 

current configuration, the fuel lance and the co-flow nozzles had inner diameters of 6 and 82 

mm, respectively. The outer diameters of the jet and co-flow nozzles were 7 and 84 mm, re-

spectively. The fuel lance had a total length of 550 mm. The co- flow can be heated up to 1400 

K (± 2 K), with a top-hat radial temperature distribution within the region of interest for AI 

studies. Bulk co-flow exit velocities can reach up to 40 ms−1. Up- and downstream of the con-

toured nozzle, two turbulence enhancing perforated plates, with a hole diameter of  8 mm and 

a blockage ratio of 35%, were employed to control the integral length scale and to generate a 

turbulence intensity in the co-flow of ∼13% (at 1273 K) at locations where AI events initiate. 

A detailed description of the test rig and the characterization of the most important inflow 

boundary conditions have been reported previously [254]. Pure CH4 was used for the fuel jet 

while the co-flow was mainly composed of air. However, as a side effect of the MWPH, high 

concentrations of nitrogen oxides (NO and NO2) are produced. Mole fractions of NO ranging 

from 4000 to 10,000 ppm and of NO2 from 100 to 1300 ppm are generated depending on the 

temperature and bulk exit velocity of the co-flow [254]. The addition of NO/NO2 can signifi-

cantly reduce ignition delay times of hydrocarbon fuels at low initial temperatures. 

 

 
Figure 6.27 

Schematic cross section of the burner head of the microwave plasma heater (MWPH) test rig 

with geometrical boundaries. 

 

Table 6.3 summarizes the operating conditions employed for the time-resolved Tomo OH-LIF 

measurements. The Reynolds numbers of the co-flow, Reco−flow, and fuel, Rejet, were calcu-

lated based on the bulk exit velocities, Uco−flow  and  Ujet,  the  hydraulic  diameter  of  the  
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nozzles  and  the  kinematic viscosity of the gases at the given temperatures, Tco−flow and Tjet. 

For all conditions, Tco−flow was kept constant at 1323 K with a Reco−flow = 10,000 and 

Uco−flow  = 25 ms−
1
.  The NO and NO2 concentrations in the air co-flow were 9000 ±180 

and 1200 ±24 ppm, respectively. All measurements in the present study were spatially 

referred to the coordinate system (x,y,z) located at the tip of the fuel lance shown in Fig.  

6.27. In the present configuration, the continuous injection of fuel results in the continuous 

formation of kernels and a lifted flame is stabilized. As a reference, the lift-off-height 

(LOH) was measured for each condition by chemiluminescence (CL) imaging and the val-

ues are included in Table 6.3. OH* CL was collected at 10 Hz using a CCD camera (Imager 

E-lite, LaVision) with an image intensifier (LaVision, intensified relay optics, IRO), a UV 

lens (CERCO, f = 100 mm, f/8) and a band pass filter (BP300- 325, Laser Components). 

The LOH was determined from the CL images as detailed in Ref. [254]. 

 

Table 6.3 
Operating conditions for the time-resolved Tomo OH-LIF measurements along 

with the lift-off-height (LOH). For all conditions:  Tco−flow = 1323 K, Reco−flow = 

10,000 and Uco−flow  = 25 ms−1. 

 

Rejet [−] Tjet [K] Ujet [ms−1] LOH [mm] 

5000 720  69 76 (x/d = 12.7) 

10,000 594  99 85 (x/d = 14.2) 

15,000 536  123 94 (x/d = 15.7) 

 

The experimental setup for the time-resolved Tomo OH-LIF is schematically illustrated in Fig.  

6.28. The Q1(6) line of (0,1) vibrational band of the A-X transition of OH was excited using a 

burst dye  laser system  at 283.01 nm. The Q1(6) line provides a strong fluorescence signal and 

it has a weak temperature dependence on the range of the present measurements. The burst 

consisted of four UV laser pulses from two identical double-pulsed dye lasers, temporally sep-

arated by 100 µs (corresponding to 10 kHz) and with a repetition rate of 10 Hz. Each dye laser 

(Sirah Lasertechnik GmbH, DoubleDye) was operated with Rhodamine 6G and pumped with a 

10 Hz frequency-doubled Nd:YAG laser (Spectra Physics, PIV400) in double-pulse mode (∆t= 

100 µs). Volumetric illumination was achieved by expanding the laser beams with two UV-

coated cylindrical telescopes (f1 = -25 mm, f2  = +20 mm,  f3  = -50 mm  and  f4  = +200 mm).   

After the telescopes, the collimated laser slab was cut by an adjustable sharp-edge aperture to 

form a volumetric illumination with a cross section of 20 × 27 mm2 (xz-plane) at the measure-

ment volume, so that the entire region where AI kernels were formed was excited. For each 

burst, the mean pulse energy was ∼4.5 mJ for pulses 1 and 2, and ∼3 mJ for pulses 3 and 4 at 

the location of the measurement volume. 

The emitted fluorescence signal of OH was simultaneously collected by four high-speed CMOS 

cameras (3× Phantom v711, 1× HSS6), each coupled with an image intensifier (LaVision, in-

tensified relay optics, IRO), a 100 mm UV lens (CERCO 100, f/8) and a high-transmission 

band-pass filter (LaVision, OH filter, 320 nm ± 20 nm >80% transmission). An image doubler, 

consisting of two high-reflection UV mirrors and one prism, was coupled in front of each UV 

lens to image two separated views onto each camera (i.e. eight independent views). The cameras 
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and image doublers were mounted at the same horizontal level (parallel to the xz-plane) to col-

lect the signal from eight independent perspectives with a large viewing angle [255]. 

 
 

 

Figure 6.28 

Experimental setup of volumetric laser illumination, 8-views detection system and burner 

head for the time-resolved Tomo-LIF measurements. 

 

The axial position of the measurement volume was defined by the LOH of each operating con-

dition (see Table 6.3). Spatial matching of the eight independent views was carried out by im-

aging a 3D calibration target (LaVision, Target 058-5). The temporal synchronization of cam-

eras, IROs and pump lasers was achieved by means of a Programmable Timing Unit  (LaVision,  

PTU X), IRO controllers (LaVision) and two pulse generators (Quantum Composers 9520). 

The intensifiers were gated at 200 ns to suppress the interference from chemiluminescence 

while the gain was adjusted to roughly match the signal intensities of the 2D views. Because 

the detection system could operate continuously at 10 kHz and the laser system produced bursts 

of four pulses at 10 kHz every 10 Hz, the triggering was set up to simultaneously record 1000 

sequences of 5 images per camera (1 image per laser pulse + 1 background image) using the 

software DaVis (LaVision, Version 8.4). 

Sequences of 3D distributions of OH fluorescence signal were reconstructed within an effective 

volume of 30 × 30 × 30 mm3, to guarantee capturing the entire region where AI kernels are 

formed. Each sequence consisted of four single shots, corresponding to the 4 pulses of the burst. 

Prior to tomographic reconstruction, the processing of the 2D images from the four cameras 

included: (1) background subtraction, (2) averaged laser pulse intensity correction, (3) 2 × 2 

binning and (4) image thresholding. To account for energy differences among the lasers, the 

average intensity of all pixels of all eight views was calculated over 1000 sequences. Using the 

ratio between the averaged intensities, the signal level of the 2D raw images was equalized to 

the laser pulse with lowest averaged intensity. The 2D binned images had a size of 192 × 384 

pixels with a pixel size of 190 µm/pixel.  The signal-to-noise ratio (SNR) of 80 was estimated 

from the mean signal and the standard deviation of the residual noise distribution [255]. A spa-

tial resolution of ∼0.8 mm was determined by imaging a Siemens-star with 36 segments and 

calculating the optical modulation transfer function.  A 3–5% threshold was introduced to set 

the background to zero, thus reducing reconstruction artifacts and further decreasing the com-

putational costs. 

The tomographic reconstruction was performed using the simultaneous multiplicative algebraic 

reconstruction technique (SMART) [244], implemented in the DaVis software (LaVision, Ver-

sion 8.4). For each reconstruction, 100 iterations were used for a volume with 3.7 million voxels 

of 1903 µm3. The number of iterations was determined, using test cases, by controlling the 

voxel intensity change between iterations until it was ≤0.1%. Between individual iterations, a 
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3 × 3 × 3 voxel average filter with a weighting factor of 0.5 for the surrounding voxels was 

applied for smoothing. The effect of the reconstruction algorithm on the spatial resolution of 

reconstructed signals was previously evaluated for different structure sizes, by comparison of 

signal intensity gradients from tomographic and planar imaging [255]. The smoothing effect of 

the tomographic reconstruction was imitated by filtering the planar images using Gaussian fil-

ters with different windows sizes. Structures up to 2 mm can be reconstructed with a spatial 

resolution as good as the one of the 2D raw images. In the present study, the typical size of the 

detected AI kernels was ∼4 mm, thus the added smoothing effect of the reconstruction corre-

sponds to a 3 × 3 Gaussian filter. A spatial resolution of 1.3 mm for the Tomo OH-LIF was 

estimated based on the spatial resolution of the 2D raw images (0.8 mm) and the size of ± σ of 

the filter. For the purpose of studying the onset of AI and the subsequent events, it is interesting 

to analyze isolated kernels (i.e. isolated high-temperature reaction regions) rather than the base 

of the lifted flame. In this sense, an algorithm to detect auto-ignition kernels as closed surfaces 

was developed using MATLAB R2016a (The MathWorks, Inc.). The algorithm was based on 

the 3D gradient of the reconstructed OH fluorescence signal intensity. Unlike 1D and 2D flame 

detection algorithms [256], defining a closed surface as a 3D auto-ignition kernel based only 

on the local maximum gradient is not straightforward. To address this, the boundary of each 

kernel was defined as an iso-surface of an OH signal level (Isurf ) corresponding to the maximum 

signal intensity gradient. Isurf was calculated for each kernel to reduce the effect of shot-to-shot 

laser energy fluctuations and spatial non-uniformity of the laser slab. First the 3D signal inten-

sity gradient was calculated using fourth-order central differencing. Then, a histogram of the 

signal intensities was calculated for regions where the magnitude of the gradient was above a 

threshold value. This threshold was defined as the 80th percentile (P80) of the signal gradient. 

Isurf was finally determined by the peak of the intensity histogram. 

To illustrate the algorithm, Fig. 6.29 shows a cross section of a 3D reconstructed signal intensity 

along with iso-lines of magnitude of the intensity gradient in percentile (contour lines in Fig. 

6.29a) and their resulting iso-lines of Isurf (markers in Fig. 6.29b). If the detection is based only 

on the local maximum of the signal gradient, as in the conventional algorithms, the shape of 

resultant surface will be highly sensitive to the threshold value (Fig. 6.29a). On the other hand, 

the resultant surface based on Isurf (Fig. 6.29b) exhibits low variations with different threshold 

values between the 60th (P60) and the 90th percentile (P90) of the intensity gradient. Threshold-

ing with low values results in a surface not corresponding to the maximum gradient region. Too 

high threshold values lead to higher uncertainties because only small regions exhibit such high 

gradient, hence Isurf is not representative of the entire kernel. Therefore in this study, the thresh-

old value of the 80th percentile (P80) was selected for processing the whole data set. 

 
Figure 6.29 

Example of a cross section from a 3D reconstructed signal intensity along with (a) iso-lines 

of magnitude of the intensity gradient in percentile (contour lines) and (b) their corresponding 

iso-lines of Isurf (markers) delimiting the resultant boundary of the kernel. 
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Results and discussion of auto-igniting flame kernels 

Figure 6.30 shows an example sequence of AI kernels detected during four consecutive shots 

recorded at Rejet =15,000. The spatial location of the kernels is referred to the coordinate system 

(x,y,z) located at the tip of the fuel lance. As a reference, the central axis of the jet is represented 

by a dashed line. Because it is possible to detect multiple kernels in a single shot of the laser 

burst, each kernel was marked with the label Ki,j, to indicate the i-th kernel detected in the j-th 

shot. The tracking of each kernel was performed by analyzing the position of its centroid in the 

four consecutive shots available from each recorded sequence. The centroid position of each 

kernel detected in one shot was compared to those of all kernels detected in the next shot. The 

pair of kernels whose displacement (di with i = x, y, z) in the main flow direction, in one time 

step of 100 µs, was larger than in the radial direction, dx > dr   = (dy
2 + dz

2)1/2, was listed as a 

potential kernel detected in the two consecutive shots. If the condition was fulfilled for more 

than one kernel, the one with the smallest dr was selected. Because the local velocity field was 

unknown, the data was conditioned based on the mean, 𝑑𝑖̅, and standard deviation, σdi , of di of 

all listed kernel pairs. Kernel pairs with |di − 𝑑𝑖̅| > 2σdi were excluded from further analysis. 

 
Figure 6.30 

Detected kernels and their spatial and temporal evolution in an example sequence at Rejet 

=15,000. For reference, the central axis is indicated by the dashed line. The label Ki,j indicates 

i-th kernel detected in the j-th shot. 

 

For the sequence of Fig. 6.30, the kernel K1 was detected and tracked during the four consecu-

tive shots (K1,1 to K1,4) while the kernel K2 was first detected only in the third shot. The spatial 

and temporal evolution of the 3D structure of the kernels can be clearly observed. K1 was grow-

ing in size while K2 seems to be shrinking during the available shots. K1 and K2 appeared to be 

independent events, based on their radial location from the central axis. The elongated portion 

of the K1 growing towards the central axis (K1,2 and K1,3) could be an indication that either the 

kernel was experiencing local extinction or a secondary AI event was triggered. The experi-

mental observation of such phenomena has been reported in literature using CL [257]. How-

ever, a clear distinction of such localized 3D events using either planar or line-of-sight imaging 

methods is challenging. K1,4 reached the boundary of the measurement volume probably to 

merge into the lifted flame base. Kernels touching the boundary of the measurement volume, 

whose structures could not be completely resolved, were not included in the statistical analysis 

of the present study. 
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For the characterization of the detected AI kernels, each kernel structure was fitted to an ellip-

soid, using linear least squares. The orientation of the kernel was determined by the three prin-

cipal axes of the ellipsoid. The size of the kernel was defined by the Feret diameters l1, l2 and 

l3 along the major, intermediate and minor axes, respectively. Figure 6.31 presents the proba-

bility density functions (PDF s) of l1, l2 and l3 of the AI kernels detected in the Rejet = 5000 case. 

The PDF s were computed using only the first appearance of each tracked kernel (around 1000 

statistically and spatially independent AI events). For the current system, a typical size of ∼4 

mm was defined from the PDF of l1. Similar distributions were obtained for the operating con-

ditions with higher Rejet. An analysis of the orientation and growth of the kernels with respect 

to the mean flow field will be presented below. 

 
Figure 6.31 

PDFs of the Feret diameters along the major, intermediate and minor axes of AI kernels at 

Rejet = 5000. 

 

To provide an insight of the spatial location of AI zones, the 3D distribution of the PDF of the 

volume occupied by all independent AI kernels, detected at the condition with Rejet = 5000, is 

presented in Fig. 6.32 (left) along with corresponding 2D distributions of the PDF on transverse 

planes at different axial locations in Fig. 6.23 (rigght). For the computation, 3300 independent 

kernels were used. A high-probability, fairly axisymmetric region with a torus-like shape was 

obtained, indicating that the random occurrence of AI was radially well distributed in space at 

a defined axial location. The long tail distribution of the PDF in the flow direction (x-axis) 

implies a high fluctuation of the auto-ignition delay time. 

 
Figure 6.32 

(Left) 3D distribution of the PDF of the volume occupied by AI kernels and (right) corre-

sponding 2D distributions of the PDF on transverse planes at different axial locations. For 

the computation, 3300 independent kernels were used. The central axis and the radial direc-

tion are also indicated. Rejet = 5000. 

 

A detailed evaluation of the auto-ignition location was done by statistically analyzing the up-

stream edge position of the kernels in the radial and axial directions. Figure 6.33a presents the 
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PDFs of the upstream edge position of independent AI kernels along the radial direction for 

different Rejet. The probabilities are approximately symmetrically distributed and shifted to-

wards outer radial locations with the increase of Rejet. This could be related to the difference in 

the development of the mixing layer for different Ujet at constant Uco−flow. 

 
Figure 6.33 

PDF s of the upstream edge position of the AI kernels along the (a) radial and (b) axial di-

rections for different Rejet. The axial position is given relative to the LOH of each operating 

condition. 

 

In Fig. 6.33b, the PDF s of the axial position are plotted relative to the LOH of each operating 

condition (see Table 6.3).  In this case, all distributions show a peak downstream relative to the 

LOH. To explain this counterintuitive result, a comparison of the two methods is necessary.  

Conventionally, the LOH is measured by means of chemiluminescence imaging. The LOH is 

determined by the statistics of the shortest axial distance of the CL signal (edge), measured 

from the fuel injection nozzle [254]. This implies the assumption that the measured distance 

corresponds to the first AI event (i.e. auto-ignition delay time). However, by examining again 

the third shot of Fig. 6.30, it is observed that if a CL image was taken from a plane perpendicular 

to the z-axis, integrated signal from the kernels K1,3 and K2,3 would be collected by the camera. 

Without any information of the depth, only the kernel K2,3 would be considered for the conven-

tional statistical analysis of the LOH, even though both kernels appear to be independent events. 

Despite of the statistical discrepancy between the conventional LOH and the axial location of 

the kernels in the present 3D measurements, it is possible that some of the kernels considered 

here as independent AI events were interacting with each other, via secondary auto-ignition, 

propagation or convection. Moreover, CL imaging might have a lower detection limit than 

Tomo OH-LIF, therefore being able to resolve smaller kernels. Additionally, because of the 

limited size of the measurement volume, the Tomo-LIF technique is not able to capture the 

whole range of fluctuations of the location of AI events. A comprehensive study of the LOH, 

including 3D effects, could be achieved by means of tomographic CL [261]. 

In strong shear flow fields such as the one of the present experimental configuration, there are 

strong differences in the flow along the axial, radial and tangential directions. Therefore, it is 

interesting to analyze the orientation and growth of kernels with respect to the mean flow field. 

This analysis was performed in this study for the operating condition with Rejet = 5000. 

As can be deduced from Fig. 6.31, kernels tend to show an elongated shape. To statistically 

analyze the orientation of the kernels, a local coordinate was defined for each kernel based on 

the three principal axes of the fitted ellipsoid. To illustrate the evaluation, Fig. 6.34a shows a 

3D sketch of an actual detected kernel along with the nozzle of the burner head (not at scale) as 

spatial reference. The direction of the major axis of the kernel is indicated by the vector l1, and 

it was compared to the direction of the main flow (unit vector ex) by evaluating the angles k1x 
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and k1r. k1x is the angle between l1 and ex, while k1r is the angle between l1 and er (unit vector in 

the radial direction). Figure 6.34b shows PDF s of the magnitude of the direction cosines, |cos 

k1x| and |cos k1r|. Both PDFs exhibit a tendency towards zero with a higher probability of the 

|cos k1r| ≈ 0. This means that the major axis of the AI kernels tends to be simultaneously per-

pendicular to ex and er, and that the kernels are preferentially oriented along the tangential di-

rection with respect to the mean flow. The number of views and their angular orientation have 

an influence on the quality and accuracy of the tomographic reconstructions along the line-of-

sight direction [255]. However, the preferential orientation of the kernels is not aligned with 

the line-of-sight of the views and therefore these findings are not biased by the limitations of 

the current setup. 

 
Figure 6.34 

(a) 3D sketch of an actual detected kernel along with the nozzle of the burner head (not at 

scale) as spatial reference. The direction of the major axis of the kernel is indicated by the 

vector l1. ex and er represent unit vectors along the axial and radial directions, respectively. 

(b) PDF s of the magnitude of the direction cosines |cos k1x| (left axis) and |cos k1r| (right 

axis). 

 

The growth of the ignition kernels was evaluated by the change of the Feret diameter along the 

major, intermediate and minor axes during one time step of 100 µs and the resulting PDF s are 

plotted in Fig. 6.35. The size along the major axis exhibit a larger growth than those of the 

intermediate and minor axes. This result, combined with the finding of the orientation analysis, 

suggests that the AI kernels are not only oriented tangentially to the flow but temporally evolve 

towards this same direction as the auto-ignition event progresses. This preferential direction of 

the growth could be aligned with a mean iso-surface of any scalar field (e.g. mixture fraction 

or temperature) [263, 256]. However, extended measurements to resolve such scalar fields are 

desirable to clarify these phenomena. 
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Figure 6.35 

PDFs of the change of the Feret diameter along the major, intermediate and minor axes of AI 

kernels in a time step of 100 µs. 

 

 

6.7 Conclusions high speed diagnostics 

This chapter demonstrates the application of different optical diagnostic methods at repetition 

rates in the kHz-regime. For the selected examples the temporal resolution was short enough to 

resolve flow and flame dynamics at least of the larger scales. It was demonstrated that by rapid 

scanning of a measurement plane quasi-4D-information can be gained. Furthermore transient 

events such as flash back, ignition or extinction can be temporally tracked over thousands of 

frames. For auto-ignition it was demonstrated how tomographic imaging can be transferred to 

scalar fields, using multiple directions of observation.  

Parts of the image sequences can be selected to extract information on flow or scalar properties 

of the flow at the instant of extinction, flash back or ignition. This selection can be regarded as 

“conditioning on a transient event”. These high-speed diagnostics complement the view on tur-

bulent flames that have been investigated mainly by statistically independent sampling. For 

close-to realistic systems, it is shown that these diagnostics can be applied to in-cylinder engine 

measurements; more recent papers in this context are [22, 23]. Due to the high repetition rates, 

temporal developments during individual cycles can be studied providing insides into cyclic 

variations. The large on-board memory additionally allows tracking many subsequent cycles 

during one engine run. This in addition reduces engine-run times. 

In summary, high speed diagnostics is a constantly emerging field with new insights into com-

bustion phenomena to be expected. 

 

7. Quantities to be measured for LES-validation 

The focus of this chapter is on validation of combustion-LES. In this context it is not directly 

evident how a measurand compares to its LES-calculated counterpart. Although it is common 

practice to assign a certain measurand to a physical or chemical quantity such as velocity com-

ponent, temperature or species concentration, this measurand might be altered by different dis-

turbing processes, spatial filtering or other reasons. Thus, the measurand containing the physi-

cal-chemical information is distorted.  

This issue was addressed already in previous studies [258, 259, 118, 260]. Some aspects of 

these previous papers are recapitulated and some few are added. However, for a systematic 

analysis of LES-validation practice different aspects need to be considered.  
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The role of transients 

A validation builds on statistical quantities extracted both from numerical simulation and ex-

periment. This demand was clearly displayed in [259]. However, probability density functions 

(PDF) and statistical moments will be insufficient when processes are considered that occur 

seldom and individually. An example for such an event is flame extinction displayed in figure 

6.6. If extinction would be caused by instantaneous large values of vorticity located in the close 

neighbourhood of the flame front, the PDF of vorticity measured by conventional low-repeti-

tion-rate-PIV would not represent values during extinction. Therefore it is crucial to measure 

vorticity – to stay within this example – during the course of the extinction process. In the data 

post-processing the quantity of interest can then be conditioned on the one hand on a suitable 

flame-coordinate (for example flame front or isoline of stoichiometric contour, compare [62]) 

and on the other hand on the instant when the extinction process starts (in  

figure 6.6 this would be some time between 1.6 and 2ms in the sequence). If several of such 

individual processes were evaluated, repeating mechanisms leading to extinction could be iden-

tified. In numerical experiments in a similar manner these kind of transients could be investi-

gated. A thoroughful validation including the transient behaviour needs still a comparison in 

the statistical sense. However, even if just single events are compared due to computational cost 

or other restrictions, a qualitative comparison still would be valuable to evaluate the numerical 

simulation. 

 

Favre-averages 

Combustion-LES computes Favre-averaged filtered quantities. Measurands in experiments de-

liver in most cases filtered quantities that are not density-weighted. Exceptions are diagnostics 

that include the determination of density such as Rayleigh or Raman scattering from which the 

Favre-averaged value can be calculated. Common practice is that Favre-averaged quantities 

from numerical combustion are compared to unweighted measurands. This approach should be 

questioned and passable procedures need to be discussed to evaluate the impact on validation. 

When scalars are measured but excluding density, in a first step, the assumption of infinite fast 

chemistry and some a-priori-knowledge about the flame (i.e. location of rich or lean regions) 

could serve to estimate local densities from the measured scalar. For example in the lean branch 

of non-premixed methane/air combustion temperature is fairly well correlated to other scalars.  

In the course of velocity measurements seeding densities directly monitored in PIV or arrival 

times recorded during LDV might be used for the estimation of local densities. For a temporally 

constant supply of chemically inert seeding at the nozzle exit and neglecting thermophoretic 

effects (particle velocity uTP induced by temperature gradient, 0.5TPu T T   [175],  is the 

kinematic viscosity), the local seeding density scales inversely with the gas density. Negligence 

of thermophoretic effects might be not justified close to flame fronts where temperature gradi-

ents are steep. However, at least in the post flame gases, the effect of Favre-averaging could be 

roughly estimated taking advantage of information already available. In case of simultaneous 

velocity-scalar measurements, the local density could be estimated by a one-dimensional state 

relationship as outlined above. 
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Filtering 

LES provides filtered quantities whereas the filter-operation commonly is connected to the 

computational grid (implicit filtering). Experiments provide filtered quantities as well. Experi-

mental filters are caused by extended probe volumes. Experimental and numerical filters are in 

general different and the question rises whether common validation practice compares apples 

and oranges.  

From the experimental point of view, the probe volume shape should be characterised as pre-

cisely as possible. For example, in imaging experiments a pixel-resolution might not be suffi-

cient. Blurring by optical elements for example can worsen the pixel-resolution considerably 

[262]. A better estimate of the real spatial resolution than just reporting the pixel-resolution 

might be obtained by measuring line-spread functions [264].  

The measured probe volume size needs to be compared to scales that are necessary to resolve 

the structures within the fluid flow. Different strategies were discussed in the literature. Often 

Kolmogorov or Batchelor scales are estimated and compared to the achieved experimental res-

olution. However, in [118] the usefulness of this approach is questioned. In the same reference, 

it is outlined how different investigators have varied the effective probe size in turbulent flame 

measurements. For scalar means and variances this is reported to be a passable way: Means are 

influenced only marginally when the probe volume size is augmented, variances decrease line-

arly. This allows extrapolation back to full resolution.  

In [260] it is proposed that for the condition of a filter size  much smaller than typical length 

scale L  of the turbulent combustion process ( L ), averaged filtered and averaged unfil-

tered quantities can be directly compared ( Q Q  with bar denoting “filtered” and brackets 

“averaged”). Typical length scales reported in [260] are mixing layers or flame brushs. In con-

trast, the variance of the considered quantity consists of a resolved part and a subfilter scale 

variance. These investigators doubt that neglecting the subfilter scalar variance is justified. 

However, this finding compares well with the “recipe” based on variation of effective probe 

sizes and reconstruction of “full resolution” by extrapolation summarized in [118]. 

If filter sizes and typical length scales are of the same order of magnitude or if filter sizes are 

even larger than typical length scales the situation is very different. An example is the determi-

nation of scalar dissipation rate especially at high Re. Downsizing of probe volumes is hindered 

either by constraints such as gas break down in case of laser radiation focused at a too small 

volume or simply by increase of noise that decreases signal-to-noise too much or causes posi-

tive bias (compare summary in [118]). Whereas for moderate Re the scales required to resolve 

scalar dissipation rates were successfully quantified [265], for very intense turbulence and high 

Re occurring in practical combustors so far no universally accepted procedure exists to the au-

thors knowledge, to quantify scales resolving scalar dissipation. Spatial filtering of scalar dis-

sipation rate measurements at high Re is therefore unavoidable without exactly knowing the 

ratio  L .  

To summarize this aspect, experimental and LES-results can be directly compared in case of 

mean scalars (such as means of mixture fraction, temperature, velocity components, etc.). For 

variances a subfilter contribution exists both in experiment and simulation. Following [260] for 

velocities this subfilter part can be neglected but for scalar variances it has to be accounted for. 

Variation of probe sizes and extrapolation back is feasible for experiments to estimate the un-
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filtered value. For LES, [260] proposes to model the subgrid variance. Comparison of experi-

mental and numerical results should then occur using the corrected scalar variances. For quan-

tities calculated from gradients such as scalar dissipation rate, it is at present not evident, how 

experimental and LES-calculated data compare especially at high Re. An “emergency measure” 

is here to assimilate LES-filter and experimental probe volume shape furthermost. 

 

Noise 

Measurands are disturbed by noise. Noise can be due to shot noise, thermal detector noise, read-

out noise etc. and is to a certain limit unavoidable. It was discussed above that noise can cause 

a positive bias (velocity variance [8], “apparent” dissipation, see [118] and references therein). 

The noise should be quantified in an experiment used for validation. A common way is to quan-

tify the signal-to-noise ratio. This is possible by measuring the considered quantity in a calibra-

tion standard. This implies that the conditions of flow and scalar fields during these calibration 

measurements are laminar, stationary and well-known. Successful standards are heated gas 

flows, laminar flames, and wind-tunnels. From these calibration measurements a PDF is ex-

tracted. If it is Gaussian the variance is a reasonable measure to be used as “error bar”. 

Systematic errors such as bias due to noise are much more difficult to quantify. As exemplified 

in [4], computations based on LES help to study systematic errors.  

 

Extinction and beam steering 

Laser and signal beam paths transit different zones of a turbulent flame. During this transit, 

extinction (scattering and absorption, radiation trapping) and beam steering occurs. The effect 

of these processes on local laser intensity, laser pointing, local signal intensity and signal point-

ing depends on the specific flame. The impact will be higher for larger flame dimensions, higher 

pressures and presence of a dispersed phase such as in spray combustion. For validation exper-

iments the impact on “effective” spatial resolution (flame-induced blurring) and bias in case of 

intensity-based scalar measurements must be known (trapping of signal radiation). Although 

blurring by beam steering can be estimated experimentally, it is proposed here to move the 

plane where experimental and numerical results are mutually compared from inside the flame 

to the detection plane. This implies that extinction and beam steering are included to the com-

bustion-LES [266].  

Here, just beam steering is discussed in some more detail. Beam steering is known as the effect 

of density and mixture fraction gradients on the propagation direction of radiation. In photo-

deflection spectroscopy [267] this effect can be used for combustion diagnostics. However, in 

other optical diagnostics this effect causes additional blurring (termed here flame-induced blur-

ring).   

The well-known formulation of beam steering in geometrical optics is based on the “minimum 

principal” postulated by Pierre de Fermat (1658). This principal prescribes the optimization of 

the optical path which is defined as 

(46)      L n r ds  , 

 where  n r  represents  the index of refraction varying as a function of position and s  the 

length of the beam path. With the attainments of the calculus of variations, which is about 
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finding paths such that some integral along the path is extremized, one can straightforwardly 

derive the nonlinear partial differential equations (47) describing the beam propagation in space 

(47)   













ds

dx
n

ds

d

x

n i

i

. 

Using the initial direction of the beam ( dsdxi / ), which depends on the chosen laser/signal  

pointing of a particular experimental setup, the ray propagation can be described up to a speci-

fied detector position. The fact that the speed of light propagation is much faster than typical 

combustion flow field velocities, makes this approach favourable since the local thermo-kinetic 

states can be assumed temporally constant as the beam propagates from laser to detector. 

The only unknown variable remain to be defined is the index of refraction (  n r ). The deflec-

tion of a beam arises mainly from the refractive index gradients which in turn arise from a 

combination of density and composition changes. The well-accepted Lorenz-Lorentz equation 

(48) 

2/1

/

2/





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










L

L

RPRT

RPRT
n , 

where R, T and P denote the gas constant, temperature and pressure respectively, is proper for 

this purpose. The average molar refractivity LR  used in equation (48) can be calculated for a 

gas mixture containing S species that contribute significantly to refraction as  

(49) iL

S

i
L XRR

i
1

   , 

where
iX is the mole fraction of the species. The molar refractivity LR is tabulated for many 

combustion relevant species in [268]. Alternative relations for the calculation of index of re-

fraction, like the Gladstone-Dale equation, are also examined in literature [269]. 

The experimental quantification of the species concentrations and temperature along the  

probable beam path (laser excitation and signal) on a single-shot base is impossible in practice. 

For this reason the effect of flame-induced beam steering can be considered only in a statistical 

sense. Combustion-LES is able to deliver the required spatially and temporally resolved infor-

mation for the evaluation of the index of refraction with an adequate computer cost which 

makes post-processing of LES-data convenient for this purpose. Using local species concentra-

tions and temperatures the volumetric distribution of the index of refraction can be recon-

structed.  

The time resolved information enables also the use of Monte-Carlo method to construct a PDF 

(probability density function) to estimate the beam deviation statistics on the detector (flame-

induced blurring). This PDF can be used for the correction of the experimental data measured 

by laser diagnostic methods. Another information that may be gained is the path length of the 

traced beam. The path of the traced beam is, as expected, a curved path which differs in length 

and course from a straight one. Combining this information with the absorption coefficients of 

the species along the path, the Lambert-Beer law can be applied to calculate the absorption of 

the beam from its start location up to a desired destination or a detector. Thereby radiation 

trapping can be in principle accounted for.  
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